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ABSTRACT

Holberg, Jessica A. M.S.C.E., Purdue University, yM2015. Downward model
development of the Soil Moisture Accounting methndHEC-HMS and its impact on
peak flows. Civil Engineering Professor: Venkatd$trwade.

Despite the fact that the soil profile is knowningpact streamflow, most Curve Number
(CN)-based models ignore subsurface processessiiluyg explores the influence of soill
storage on peak flows. Two watersheds in flat, linwest-central Indiana were modeled
using both the Natural Resources Conservation &(NRCS) Curve Number and four
versions of the Soil Moisture Accounting (SMA) lasgthods in the United States Army
Core of Engineers-developed (USACE) Hydrologic Begring Center Hydrologic
Modeling System (HEC-HMS). One watershed encompgabse\Wabash and Tippecanoe
Rivers' confluence; the other contains an ephenstream, Plum Creek. The CN-based
model was developed using standard practices, duthle SMA-based model, four
increasingly sophisticated SMA loss method arrareggmof the two study areas were
included and analyzed for summer and winter seasdlhdour arrangements contain
identical surface characteristics but vary in toe grofile parameters included. The first
arrangement includes unlimited soil storage, theoise includes limited tension zone
storage, the third limits soil storage and inclugesundwater parameters, and finally, the
fourth includes baseflow characteristics. Resuimasthat the streamflow from the four

arrangements differs little for much of the yeawowéver, significant differences in



model results are observed when the causative sha@snrelatively high maximum

precipitation intensity. While these results do netessarily coincide with the results of
previous studies, the departure can be explainethdyreater soil profile depth in the
watersheds of interest. Comparison of streamflaamfiboth the CN-based and SMA-
based models with observed streamflow data showthigse models do vary in their

prediction of peak flow values.



CHAPTER 1.INTRODUCTION

1.1 Introduction

Hydrologic models are used for a variety of purgosg#reamflow forecasting, flood
inundation mapping, infrastructure design, and watgply planning, among others.
Many hydrologic models, such as the Natural Ressufeonservation Service (NRCS)
Curve Number-based (CN) model in the US Army CongdsEngineers-designed
Hydrologic Engineering Center Hydrologic ModelingfSvare (HEC-HMS), in use
today focus on surface processes but ignore orligythe soil profile. Soil Moisture
Accounting-based (SMA) models exist but are rasghployed, due to the challenges of
parameter estimation and calibration (Tramblay.2@L0). There is a need to clarify the

soil profile's impact on streamflow so better pliaugnpractices can be used.

When the soil profile is not properly modeled, @&nchave a dire effect on both the
economy and the public’s trust in science. In 2Q&8,National Weather Service (NWS)
predicted the Red River of the North in Fargo, Rddtakota to crest between 11.6 to
12.8 meters. Citizens rallied, and the city spgugreximately two million dollars and
hundreds of volunteer hours building temporary bagddikes. When the river finally

crested, it was at 2.4 meters below the predichdN.S Hydrologist Steve Buan credits



NWS'’s inaccurate prediction to the model’s failbmeaccount for the dry soil condition
that allowed much of the water to seep into theugdo Four years previously, NWS
under-predicted the flood peak, and the city sae hiighest flood stage in recorded
history. This under-prediction was attributed te thodel’'s inability to account for the
extremely wet soil condition (Gunderson 2013). Adaial conditions, such as frozen
soil, may further contribute to the NWS’s inacceratedictions of peak flow in the Red

River of the North.

Clearly, rainfall-runoff models need to better ecapt the antecedent soil moisture
condition. SMA-based models continuously adjust sod moisture based on recent
hydrologic activity and soil-water processes; givwesuitable spin-up period, the model
itself determines the initial soil conditions. Censely, initial soil conditions must be

determined by the modeler before the event-baseth&dd model can be run (Tramblay
et al. 2010), adjusting the NRCS CN to reflect Amecedent Moisture Condition (AMC)
is a common method for defining initial soil conadits for CN-based models. Many
recent studies have explored the deficiencies isfrttethod, however. It results in poor
prediction of runoff depth and peak flow—often ardar-prediction of these parameters.
This is attributed to the fact that the method nispeical, and therefore may not be
suitable across a wide range of catchments (Huaal 2007, Brocca et al. 2008). This
study explores the impact of various elements ef sbil profile on peak flows via

incorporating increasingly sophisticated soil maist accounting through downward

model development. The primary objectives are:



1. Determine whether a CN-based or SMA-based modek nagcurately
predicts peak streamflow and streamflow recessabrawior.

2. Define the specific role of soil profile elememsgroducing streamflow.

3. ldentify characteristics of storm events and wéieds that necessitate

modelling the soil profile for optimal hydrologicadelling efficiency.

1.2 Downward Model Development

Dissatisfied with the investigative methods of holdgists, KlemeS (1983) suggests
applying downward model development to solve hyaiymlal problems. Klemes notes
shortcomings in hydrologists’ understanding of teeales at which hydrological
processes occur; this translates into poor modetldpment practices that choose to
ignore science in favor of ungrounded mathematmoaldels with the sole goal of
perfectly recreating observed hydrographs. Despgfiemes’ frustrations, many
hydrologists have extensively explored streamflosnegation mechanisms at various
scales. For example, Thomas Dunne has investigatad a basin’s spatial structure
governs its flow processes (Beighley, Dunne, anthtke2005) and how vegetation and
microtopography affect surficial hydraulic condwdy and thus influence infiltration
and surface runoff mechanisms (Dunne, Zhang, anohyA©991). Furthermore, many
distributed hydrologic models, such as Topmodelv@Beet al. 1995) and MIKE SHE,
attempt to properly represent subsurface flow alovith a wide variety of flow

generation mechanisms.



At its core, downward model development involveststg with an observed behavior at
a certain scale and attempting to explain it vigractions at a slightly lower scale. To
obtain the best understanding of hydrological psses, downward methods should be
used in conjunction with upward methods, upwardhoes being essentially the inverse
of downward (Kleme$ 1983). But, this study focusal/ on a downward investigation
of the soll profile, because a pre-existing hydgadanodeling software, HEC-HMS, will

be used to investigate the soil profile.

In practice, downward model development essentiailyolves creating a series of
increasingly sophisticated models of the same pemd using the results to pinpoint
the influence of specific model processes. Theyamakreates an understanding of the
interactions between minor processes and their vatbin the greater context of
watershed behavior. The focus is not on the inpipuat relationships, rather on the

internal links of the system (Sivapalan et al. 2003

Many hydrologists embrace downward model develogniemas been used to explore
subsurface flow at the catchment scale (Ewen anlirBhaw 2007), the impact of
hydrological parameters on the water balance (Faehal. 2003), the effect of storm
patterns and soil profile composition on flood freqcy (Kusumastuti et al. 2006), how
time scales in relation to model complexity impactmodel’s ability to predict

streamflow (Lan-Ahn and Willems 2011), and everexplain how geometric features
influence runoff (Sivapalan et al. 2003). This stundvestigates the role of soil profile

processes in shaping the streamflow hydrograph.



Studies by Farmer et al. (2003) and Kusumastudil.ef2006) serve as the basis for the
direction of this study. Farmer et al. (2003) depeld an independent hydrologic model
for a water balance study using the technique @fmeard model development. Due to
issues of climatic and topographic variability vesll as routing, the study only examines
watersheds that are similar in magnitude to 16. ktiere, catchments of 4,430 kand 7
km? are investigated. The small watershed is seldotesimilarity with Farmer et al. The
large watershed lies within a flood-prone area serdes as a basis for comparison with
the smaller watershed. As a semi-distributed mddEIC-HMS does not have the same
limitations of Farmer et al. Kusumastuti et al. 8D also explores the role of the soil
profile in generating streamflow but uses synthegiofall and hypothetical catchments
with shallow soils. Both studies develop independemodels based on existing
hydrologic theory. This study models two real wsheds with deep soil profiles using

historic precipitation as input to the USACE-deyed HEC-HMS SMA.

1.3 Mechanisms of Streamflow Generation

Water can enter streams from three different ssursarface runoff, interflow, and

baseflow. Surface runoff is precipitation that fowver the land surface to the stream
channel instead of being infiltrated into the swifile. Interflow is essentially subsurface
runoff that enters the stream channel by travelatgrally through unsaturated soil in the

upper region of the soil profile. When water peates down into the saturated portion of



the soil profile and then flows underground to tieeam channel, it is called baseflow

(Gupta 2008).

There are three prevalent theories explaining howveff is generated. The most common
is Hortonian overland flow, in which precipitatiaomexcess of the infiltration capacity of
the soil fills surface depressions and runs doweskas overland flow. According to this
theory, infiltration capacity is at its maximum the initial stages of the precipitation
event and then quickly decreases to reach a cdnstte as the storm progresses. A
second theory explains how water is able to flost jinder the ground surface in densely
vegetated, humid regions. The dense vegetatiowslfor almost all of the precipitation
to be absorbed but floods can still occur due ¢oldteral transmission of absorbed water
through the soil’'s unsaturated zone. This flow sseatially interflow. The final runoff
generation theory addresses the idea of saturatxaess flow. When a shallow soil
profile is vertically restricted by a bottom boungilayer, such as bedrock, it can become
saturated during precipitation events. The satdrateil profile cannot store any
additional water, so precipitation immediately b@es overland flow. Generally only a
small portion of a basin contributes to saturaterland flow, as such it is part of the

variable source concept suggested by Hewlett abtédti in 1967 (Gupta 2008).

1.4 Soil Moisture Accounting

The Soil Moisture Accounting loss method is usedtt@stigate soil profile behavior via

downward model development. A continuously-simulateodel with eight storage



components, the SMA method in HEC-HMS is the mdsxillle and extensive loss
method available for the software (see Figure 1I'd)fully define these eight storage
components, a total of 17 parameters are requikedn-depth discussion of parameter
determination is included in Chapter 3. SMA is hbawased on Leavesley's
Precipitation-Runoff Modeling System (PRMS); itstzaoperations are described below
(HEC 2000). The SMA method in HEC-HMS is a one-disienal, semi-distributed
representation of soil processes. One-dimensioydtblogic models only allow water to
flow in one direction during a time-step. This wenkell for many applications but has
the potential to decrease model accuracy at lasgatial scales. Greater variability in
topography and soil type is likely to occur whelarge spatial scale is considered; a one-
dimensional model may fail to capture the compliexvfbehavior that results from a
varied landscape and anisotropic soils. HEC-HM®&naits to solve these issues by
including semi-distributed modeling capabilitiesdanultiple storage components in the
soil profile. A more complete description of the thematical models involved can be

found in the model technical manual (HEC 2000) mnBennett (1998).

SMA takes a precipitation hyetograph as its inpwd eoutes it through canopy, surface,
and soil storages while taking into account grouswgw baseflow, and
evapotranspiration processes before outputting rearsiflow hydrograph. When
precipitation occurs, the canopy storage is filtd; the surface storage is filled next.
Once both of these storage components are fillegsigitation has a chance to infiltrate
into the ground. If the precipitation intensity gseater than the maximum infiltration

capacity of the solil profile, the excess preciptatvill become surface runoff instead of
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Figure 1.1: SMA Model Configuration, adapted frore®i (2000)

infiltrating. When precipitation infiltrates intdé soil, it fills the tension zone first and
then the upper zone. Precipitation can percolatm fthe upper zone, but not from the
tension zone, into the groundwater layer one seo(@yV1). Some water in GW1 will be
routed to the first baseflow reservoir while thetrpercolates down to groundwater layer
two (GW2). From GW2, water can be transferred te second baseflow reservorr,

otherwise it percolates down to a deep aquifer iancbnsidered lost from the system.



Water in the baseflow reservoirs is transformestteamflow based on the characteristics

of the reservoirs, such as quantity and the floaffo@ent.

When precipitation does not occur, evapotranspinaticcurs if water is present in the
system. The rate of evapotranspiration is dependpon the weather conditions of the
region, but common values for temperate climatesatout 170 mm per month during
the summer season and 13 mm in the winter monies{frg 2002). Evapotranspiration
first occurs from the canopy storage, then theaserfstorage. If sufficient water is not
present in the first two storage components talllfitlie evapotranspiration potential,
water is first removed from the upper zone stor&gken evapotranspiration occurs from
one of these three storages, water is lost from ¢$igetem at the potential
evapotranspiration rate. If evapotranspirationtils rsot satisfied, water is then removed
from the tension zone storage. Evapotranspiratiom the tension zone storage occurs at
a decreased rate based on the current soil stategth and the maximum storage

capacity of the tension zone.

1.5 Thesis Organization

This thesis is organized into five chapters. Thestfichapter contains introductory
information and an overview of the Soil MoisturecAanting method in HEC-HMS. The
second chapter includes a description of the studsis and an overview of the data used
in the study. The third chapter provides an exglanaof how the CN-based and SMA-

based models are developed and an overview oft#iisteal methods used to analyze
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the model results. The fourth chapter displays disgdusses model results. The fifth

chapter contains a summary of the study and thelgsions reached.
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CHAPTER 2. STUDY AREA AND DATA

This chapter provides information regarding thelgtareas for which the CN-based and
SMA-based models are developed. The data usedviageand validate these models

and to perform a frequency storm analysis usingrbdels is also explored.

2.1 Study Area

The study focuses on west-central Indiana. Theore@ primarily home to agricultural
and industrial operations interspersed with smalhtedium-sized cities. Much of the
agricultural land in the region is tile-drained, ialh greatly affects the generation of
surface runoff and subsurface flow. The impactilef drainage is expected to emerge
during the course of this study. The climate of tlegion is temperate with no
pronounced dry season. The area receives an avenagel precipitation of 1040 mm,
with the summer months producing slightly more fpieation. Soils in the area are
primarily descended from limestone, dolomite, ahdls. As a result of prior glacial
activity, much of the soil is deep glacial till ekhing little to no relief (USACE 2011).
The primary waterway running through this regiothis Wabash River, which flows for
820 km. This region was selected for the studyabse it provides ample rainfall, flat
terrain, and relatively deep soils, lending itstdf exploration via downward model

development.
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2.1.1 Wabash/Tippecanoe Sub-watershed

The Wabash River at Lafayette Watershed (WRLW) oweuch of northern Indiana
and part of Ohio. The watershed outlet, locateldafayette, Indiana, is approximately 98
km northwest of Indiana’'s largest city, Indianapollhe watershed is 77% cultivated
crops, half of which is likely planted on artifilia drained soils (Zucker and Brown
1998). The second highest land use in the watenshgeciduous forests at 8.5%. For the
purposes of this study, a portion of the WRLW mased using two gauges upstream of
Lafayette as inflow gauges. This allows the hydyglof the flood-prone WRLW to be
modelled despite the dearth of available data fanaged reservoirs throughout the
watershed; the reservoirs all lie upstream of gwaied study area. As the isolated
watershed contains a high-order stream, it is degdethat regional subsurface flow
initiating outside the study area may be presetiiénstream network. This may present a

challenge for accurately modeling the stream’sssio® characteristics.

The two United States Geological Survey (USGS) galgglected for isolating the sub-
watershed are the Wabash River at Logansport an@liipecanoe River below Oakdale
Dam. The Wabash River at Lafayette gauge, USGSey@8835500, sits at an elevation
of 154 m. The Wabash River at Logansport gauge, 888329000, sits at an elevation
of 175 m. The Tippecanoe River below Oakdale DaoggaUSGS 03332605, sits at an
elevation of 171 m. By using the Logansport and da#ék Dam gauges as inflow, the
total modeled area is 4,430 kifsee Figure 2.1: Study Areas). The elevation withie

isolated watershed ranges from 122 to 305 m, witlagerage elevation of 232 m. The
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average slope of the watershed is 2.8%. This subrglzed encompasses the confluence
of the Wabash and Tippecanoe Rivers, and is hereadiled the Wabash/Tippecanoe

sub-watershed.

2.1.2 Plum Creek Watershed

Since Farmer et al.’s (2003) theoretical model ng/ auseful for watersheds similar in
magnitude to 10 kfy a significantly smaller watershed, Plum Creekrrgainbridge
(Plum Creek), is also investigated. This is to deire if the downward model analysis
of Plum Creek provides any indication that the Wsbaippecanoe sub-watershed is
unsuitable for analysis via downward model develepinPlum Creek covers a mere 7
km? and is located approximately 57 km west of Indjaia (see Figure 2.1). As a first-
order stream, Plum Creek is expected to generas $mbsurface flow than the
Wabash/Tippecanoe. This should be evident in thend@ard model analysis. The
watershed is 63% cultivated crops with pasturelieggg the second most dominant land
use, claiming 23.5% of the total land area. Plureekris monitored by USGS gauge
03357350. The gauge itself sits at an elevatio2®# m, with elevation within the
watershed ranging from 252 m to 290 m and with \&rage elevation of 277 m. The
average slope of the watershed is 2.6%. Plum Cegeek ephemeral stream that often

runs dry in the summer, adding a unique aspedttiscstudy.
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2.2 Data

2.2.1 SSURGO Database

The primary source of information used to develog $oil profile parameters required
for the SMA-based model is the Soil Survey Geog@fBSURGO) Database. Soil data
for areas of interest are available for downloaahfrthe United States Department of
Agriculture (USDA) website, http://websoilsurvey.sgov.usda.gov. Covering over 95%
of counties, SSURGO stands as the sole authostaturce of soil data in the U.S. With
a resolution of 30 m, SSURGO provides a vast supplsoil survey information. The

specific SSURGO information used in this studyxplered further in the methodology

chapter.

2.2.2 DEM

Digital Elevation Models (DEMs) are primarily uséd delineate the watersheds and
stream networks in the aforementioned study arBlasy are also used for topographic
calculations such as watershed slope and longestgath. DEMs contain elevation data
for the entire country at a resolution of 30 m.sltdata is primarily collected via radar
and is maintained by the USGS National ElevatiotaBet. The DEMs used in this study
were published on the National Map Viewer in 20h8 bhoast a vertical accuracy of 1.55

m (Gesch et al. 2014).
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2.2.3 Land Cover

The National Land Cover Dataset (NLCD) 2006 is usedetermine the NRCS curve
number required for the CN model, the canopy s®grd required for the SMA-based
model, and the impervious surface percentage nefeddibth the CN-based and SMA-
based models. The NLCD datasets used in this savelyhe 30 m resolution land use
data and 30 m resolution impervious surface peagentiata. This data is maintained by

the USGS and is available through the National Migver.

2.2.4 Evapotranspiration Rates

The National Oceanic and Atmospheric Administrat{ftnOAA) publishes state-wide
monthly average pan evapotranspiration rates. ™at is used as part of the
meteorological model within the SMA-based modelr Bee purposes of this study, a
monthly average of the pan evaporation rates fr@®82012 is used for all years. A
correction factor of 0.7 is used to convert the paraporation rate to potential
evapotranspiration. This is acceptable, becaus@oénamspiration rates do not vary

greatly year to year.

2.2.5 Precipitation

Fifteen minute precipitation data is used for tladibcation, validation, and simulation
periods of both the CN-based and SMA-based modéls.precipitation data covers the
years 1993-2003 and 2008-2012. It is obtained ftree the most centrally located

precipitation gauge or the nearest gauge with datdlable during the time periods of
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interest. In the Wabash/Tippecanoe Sub-watershedpitecipitation gauge at Chalmers,
Indiana is used; the Crawfordsville, Indiana gaseeres for the Plum Creek Watershed.

The data is available through the National ClimBtata Center (NCDC).

Frequency precipitation data from NOAA’s Precipdat Frequency Data Server,
http://hdsc.nws.noaa.gov/hdsc/pfds/, is used taterérequency-based storms in HEC-
HMS. Frequency precipitation provides an estimgieetipitation depth for a specific
storm duration and a return period; it includesO&9confidence interval. HEC-HMS
takes frequency precipitation as an input and ggesra hyetograph, or frequency-based
storm, for the specified storm duration and refpenod. For this study, a duration of 24
hours is used for return periods of 2, 5, 10, 25,0, 250, and 500 years. Frequency
precipitation is generated using a Gumbel distidsutwith L-moment estimators to
analyze a partial duration rainfall series that lbesn adjusted using the annual maximum

series for the study area (Bonnin et al. 2006).

2.2.6 Streamflow Data

The highest resolution streamflow data, generaltlyee 15-minute or 1-hour, available
from the USGS is used in the calibration and vaiihaperiods of the models. Daily
streamflow data are used to calculate the grouretwayer parameters required in the
SMA-based model. Data for the years 2008-2012 see from the gauges mentioned in
the study area descriptions for the two watersh&ts. data is available on the USGS

website, http://nwis.waterdata.usgs.gov.
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CHAPTER 3.METHODOLOGY

This chapter provides information regarding thes@md processes used to develop and

analyze the CN-based and SMA-based HEC-HMS models.

3.1 Methodology Overview

The basis of this study is the knowledge that thiemofile has the potential to impact
streamflow. Due to their simplicity, many modelsveleped are CN-based, which
significantly simplify soil profile parameters. Caarsely, SMA-based models include a
very developed soil profile with multiple storagentponents and processes. In order to
investigate the effect of a fully-developed soibfde, a methodology is developed in
which CN-based and SMA-based HEC-HMS models aratedefor two watersheds and
the results compared. The level at which the saifile begins to impact streamflow is
explored by deconstructing the SMA-based model iftor models of increasing
complexity. In summary, the methodology consisttheffollowing steps: (1) create CN-
based models using standard methods; (2) createStdé-based models using different
soil profile representation or configurations basaddownward scaling; (3) compare the
results of the CN-based and SMA-based models; étjopn statistical analysis to
investigate precipitation intensity threshold levdlow persistence, and flow generation

mechanisms in the downward-developed SMA-based Isode
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3.2 HEC-HMS Overview

HEC-HMS contains options for mathematically simwmgt precipitation,
evapotranspiration, infiltration, excess precipitatand transformation, baseflow, and
open channel routing (HEC 2000). While primarily ement and CN-based, lumped
model, HEC-HMS includes an option for SMA, which gemi-distributed and
continuously-simulated, and for distributed runaffing the ModClark transformation
method. Within the model framework, HEC-HMS inclsd®asin models, meteorological
models, control specifications, and time seriea.ddEC has also developed an ArcGIS
add-in, the Geospatial Hydrologic Modeling Extens{plEC-GeoHMS). With a function
allowing direct exportation to the HEC-HMS softwathis tool significantly increases
the ability to accurately develop a hydrologic mia@ddushandi and Merkel 2013). More
is explained about the model development procetiseifiollowing section. HEC-HMS is
selected as the modeling tool for this study, bseat is flexible, provides reasonable

results, and there is extensive literature avadlabhcerning its functions and abilities.

3.3 Model Development

3.3.1 CN-based Model Development, Calibration, and Vdiaa

The CN-based HEC-HMS model is primarily developsthg ArcGIS tools. ArcHydro,
an extension in ArcGIS, is used to process temata, define streams, and delineate the

watershed of interest. Once this is complete, tlECH5eoHMS extension is used to
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create HEC-HMS project files and assign model patars. Table 3.1 provides the

mathematical models selected for each model process

Table 3.1 CN-based parameter motiels

Component  Model

Loss SCS Curve Number
Transform SCS Unit Hydrograph
Baseflow Recession

Routing Muskingum

To begin the calibration process, precipitation atréamflow data for the years 2009-
2011 are added to the time-series component ohthéel. Three storms each in the
summer and winter seasons are selected as caibistirms for a total of six calibration
storms. The grounds for storm selection are thathihee storms must be: hydrologically
isolated (Fleming 2002), occur throughout the seaaad result in different magnitudes
of peak streamflow. Lag time, percent imperviousy] daseflow parameters (recession
constant and ratio to peak) have the greatest ingabydrograph shape and peak flow,
so these are the primary parameters adjusted dthingalibration process. CN is not
calibrated as a means of preserving the physicatackeristics of the watersheds as
captured by the surface and soil data collectednaaidtained by the USGS and USDA.
During model calibration, five objective functiofsee Table 3.2) are used to determine

the final model parameters: coefficient of detemion (), Nash-Sutcliffe efficiency

! The loss method defines what happens to predipitahat does not immediately become runoff. The
transform method defines how water is transferredr dhe ground surface to the stream channel. The
baseflow method defines how water is routed frotnsaface flow to streamflow. The routing method
defines how streamflow is carried down the streaanael.
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(NSE), a normalized objective function (NOF), thensof squared errors (SSE), and the

model bias (MB).

Table 3.2 Objective Functions for Calibration

Objective
Function Equation
2
R2 n Z?:l(Qobs,iQsim,i) - Z?:l(Qobs,i) Z?:l(Qsim,i)
\/n(Z?zl Qobs,iz) - (Z?=1 Z Qobs,i)z\/n(zln:1 Qsim,iz) - (Z?=1 Qsim,i)2
NSE 1— Z?:l(Qobs,i - Q_sim,i)z2
Z?=1(Qobs,i - Qobs)
NOF ! lzn:(Q — Qsimi)”
Qobs n L obs,i sim,i
n
SSE Z(Qobs,i - Qsim,i)2
i=1
MB (@) < 100
obs

N.B. n is number of observationsfis observed streamflow,s is modeled streamflow

After calibration is complete, precipitation andesimflow data for 2012 are added to the
time series data. From this year, a summer storch aamwinter storm are selected to
validate the model. As with the storm selectiondglines mentioned above, the
validation storms are also hydrologically isolatedl have a different peak flow from the
calibration storms. The suitability of the modelistermined via the objective functions

listed in Table 3.2.
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3.3.2 SMA-based Model Development, Calibration, and Vatiich

As with the CN-based model, most of the model patans are determined via ArcGIS.
The advanced development of the soil profile inltss method used for SMA requires
more extensive processing of land use and soil diatm the CN-based model
development. Not only does SMA provide a develoged profile, it also includes

surface and canopy storages. Table 3.3 providepdtameter models used in the SMA-

based model.

Table 3.3 SMA-based parameter models

Component Model

Surface Simple Surface
Canopy Simple Canopy

Loss SMA

Transform SCS Unit Hydrograph
Baseflow Linear Reservoir
Routing Muskingum

The surface, canopy, loss, and baseflow methodfh&EMA-based model utilize a total
of 17 parameters; eight are estimated from soilland use data (canopy storage, surface
storage, infiltration rate, percent impervious,| g@rcolation rate, soil storage, tension
zone storage, groundwater layer 1 percolation rdt)r from streamflow recession
analysis (groundwater layers 1 and 2 storage depih coefficient), and five are

calibrated (groundwater layer 2 percolation rat®ugdwater layers 1 and 2 baseflow

% See footnote 1 for description of loss, transfobaseflow, and routing definitions. The surface ot
defines the amount of surface depression storag#able in the watershed. The canopy method defines
how much water can be stored on the leaves, branpele of vegetation within the watershed.
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coefficient and baseflow reservoir count). Grounthwvdayer 1 represents interflow, and

groundwater layer 2 represents groundwater flow.

3.3.2.1 Parameters Estimated from Land Use Data

The maximum canopy storage and percent impervidads gre both estimated from land
use data. The percent impervious grid providedneydSGS is used directly with HEC-
GeoHMS, while the canopy storage grid must be t¢aled. The land cover grid contains
NLCD classes whose descriptions can be found pt/fttvw.mrlc.gov/nlcd06_leg.php.

Using these descriptions and the values providetiainle 3.4 (Bennett 1998), canopy

interception values are assigned to each NLCD class

Table 3.4 Canopy Interception Values

Canopy
Type of Vegetation Interception (mm)
General Vegetation 1.270

Grasses and Deciduous Trees 2.032
Trees and Coniferous Trees 2.540

3.3.2.2 SSURGO Description

The SSURGO database contains extensive soil datanfist of the country. The
information is generally downloaded on a countyenmhsis and then trimmed to the area
of interest. One county download contains geograptiormation, generally in the form

of a soil map compatible with ArcGIS, and a plethof tables containing information
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ranging from soil chemistry to erodibility to floodusceptibility. SSURGO data is
organized on three levels (see Figure 3.1): mafsucdmponents, and horizons. A map
unit is a geographic region that contains soilshwtoperties that are different from
neighboring soils. One map unit typically consiefsa few different components. A
component is a single type of soil, also known asoih series. Each component has

multiple horizontal soil layers, or horizons, dlltbe same soil type.

Component
Map Unit (cokey)
(mukey) \'

_ Horizons (4)
- (chkey)

Top View Side View

Figure 3.1: SSURGO Organization

Each map unit can be identified by a unique idemtifan mukey. This mukey is

connected to each piece of information concernireg map unit throughout all of the
tables provided in the SSURGO database. Simildmdyet are component keys (cokey)
and horizon keys (chkey). When the same composdound in different map units, that
component will always have the same cokey butferdit mukey. See Figure 3.2 for an
example of how mukeys, cokeys, and chkeys are iset that since Component 2 is

found in both Map Unit 1 and 2, it has the sameegdbut different mukeys.



Map Unit 1

mukey:
1234

Component 1
mukey: 1234
cokey: 5802
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Horizon 1 cokey: 5802, chkey: 72

Horizon 2 cokey: 5802, chkey: 72

Component 2
mukey: 1234
cokey: 4256

Map Unit 2

mukey:
3631

Component 2
mukey: 3631
cokey: 4256

Component 3
mukey: 3631
cokey: 9376

Figure 3.2: Map Unit, Component, and Horizon Idiers

3.3.2.3 Parameters Estimated from SSURGO

50
51

Six SMA parameters are estimated from the SSURGbdae: maximum surface

storage, maximum infiltration rate, maximum soifrqmation rate, soil storage, tension

zone storage, and groundwater layer 1 maximum fadroon rate. To estimate these

parameters, only the map unit feature class ancthloeizon and component tables in

SSURGO are required. The chorizon table contaiftsnmation about the soil horizons,

while the component table includes information dbitne soil components. Table 3.5

contains the fields required for calculating the/Sparameters.
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Table 3.5 SSURGO Table Field Definitions

Table Field Definition
chkey Horizon ID
c cokey Component ID
_8 ksat_r Representative saturated hydraulic condtictiv
% hzdepb_r Representative depth from soil surfadmtom of layer

wsatiated_r  Representative soil porosity
wthirdbar r Representative field capacity

g mukey Map Unit ID

§_ cokey Component ID

g comppct_r  Representative component percent
O slope_r Representative ground slope

3.3.2.3.1 Soil Data Preprocessing

The chorizon and component tables are first prepa@efore calculating the required

parameters. The chorizon table is exported to aasisheet and a running count of the
number of horizons in each component is createdt,Nlee average saturated hydraulic
conductivity, soil porosity, and field capacity uak are calculated for each component
by simply averaging the values for each horizorinitthe component. The saturated
hydraulic conductivity for the topmost horizon iach component and the depth from the
soil surface to the base of the bottommost horimorach component are determined.
Determination of these parameters is depicted gurei 3.3. Note average soil porosity
and field capacity have been excluded for the sdkierevity, but the calculations are

identical to those of average saturated hydrawndactivity.
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chorizon Table

Number of

cokey chkey Horizons ksat r ksat avg ksat layerl hzdepb r
9391673 263496051 21.88 - 21.88 23
9391673 263496042 21.88 - - 48
9391673 263496063 0.92 14.89 - 152
9391674 263496071 23.29 - 23.29 23
9391674 263496082 23.29 - - 76
9391674 263496093 0.92 15.83 - 4 203

Average saturated hydraulic / Depth from

conductivity: average of . soil surface to

ksat_r for hyorizonsgl, 2 and 3 Saturatefd' hydraulic bottommost

conductivity for horizor

topmost horizo

Preprocessing Result
cokey ksat_avg  ksat_layerl hzdepb_r

9391673 14.89 21.88 152
9391674 15.83 23.29 203

Figure 3.3: SSURGO Preprocessing Example

All of the fields except those calculations menédrhere and the cokey field are deleted
and the spreadsheet is imported back into ArcGEmdJthe joins and relates function in
ArcGIS, the mukey, component percent, and grouopesfrom the component table are
added to the edited chorizon table. The cokey &l s the common field. The edited
chorizon table is then re-exported to a spreadsheeta weighted average parameter is
calculated for each map unit based on the percemiposition of each soil series. To
achieve this, a running count of the number of congmts associated with each map unit
is calculated, similar to the running count of Boris mentioned previously. At this point,

the preprocessing is complete.
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3.3.2.3.2 Parameter Calculations

SMA parameter calculations are performed in a sfste@et. One value for each
parameter is calculated for an entire map unitGA&is then used to create rasters from
the spreadsheet. The rasters are directly usedthgtiparameter estimation function in

HEC-GeoHMS. A description of the calculations parfed follows.

Maximum Surface Depression Storage. Surface daprestrage is precipitation that is

held at the ground surface in hollows or indentetiolt can only escape through
evaporation or infiltration into the soil. Previosisidies indicate that the amount of water
retained on the ground surface is related to tloeirgt slope (see Table 3.6) (Bennett
1998). As such, the weighted average slope of esgh unit is calculated by using the
ground slope and component percent values. UsibteTa6, surface storage values are

assigned to each map unit (see Figure 3.4).

Table 3.6 Surface Depression Storage Values

Surface
Description Slope (%) Storage (mm)
Paved Impervious Areas NA 3.18-6.35
Flat, Furrowed Land 0-5 50.8
Moderate to Gentle Slopes 5-30 6.35-12.70
Steep, Smooth Slopes >30 1.02

*taken from Fleming, 2002



29

Map Unit: 2387
Cokey: 4320 Cokey: 5625 Cokey: 3467
Component %: 45 Component %: 23 Component %: 32
Slope (%): 14 Slope: (%): 1 Slope (%): 3

Sample Calculation:

Weighted Avg. Sl —(45><14>+<23x1)+(32><3)—749°/
eighted Avg.Slope = | 75 100 100 =7.49%

From Table 3.6, surface depression storage is &buhm.

Figure 3.4: Surface Depression Storage Sample @émo

Maximum Infiltration Rate. The maximum infiltratiomte or infiltration capacity is the

fastest rate at which precipitation can seep froenground surface into the soil profile.
The hydraulic conductivity of a soil is greatestemhthe soil is saturated; it decreases
significantly as the water content of the soil @ases. SMA mimics this relationship by
relating the infiltration rate to soil storage dahility (HEC 2000). Since the maximum
hydraulic conductivity is the saturated hydraulanductivity, the maximum infiltration
rate of each map unit is taken as the weightedageerof the saturated hydraulic
conductivity for the topmost horizon of each comguuin (see Figure 3.5). This is
achieved using the component percent and the sadulgydraulic conductivity of the

first horizon (Fleming 2002).
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Map Unit: 2387

Cokey: 5625
Component %: 23
Layer 1 saturated

hydraulic
conductivity

(um/s): 28.23

Cokey: 3467
Component %: 32
Layer 1 saturated

hydraulic conductivity

(um/s): 91.74

Cokey: 4320
Component %: 45
Layer 1 saturated hydraulic

conductivity @am/s): 9.17

Sample Calculation:

Max. Infiltrati Rt—(45 ><917>+(23><2823>+(32><9174>
ax.Infiltration Rate = Too < % 100 . 100 .

=39.98 um/s

Figure 3.5: Maximum Infiltration Rate Sample Caétion

Maximum Percolation Rate. Percolation is the preceg which water is transferred
through the soil profile and groundwater layer{®)is generally occurs due to gravity,
but can also occur due to capillary forces (Chow4)9The percolation rate is limited by
the lowest hydraulic conductivity of the soil lageghrough which the water is travelling
(Zaslavsky and Rogowski 1969). In this study, theerage saturated hydraulic
conductivity of all horizons in a component is usedalculate the maximum percolation
rate, as described in Bennett (1998) and FlemifgdR The maximum percolation rate
is taken as the weighted average of the horizonageesaturated hydraulic conductivity
for all components in a map unit (see Figure 3fer back to Section 3.3.2.3.1 for
clarification, as the approach is similar to whadescribed there. This percolation rate

calculated here is used for both the soil profild groundwater layer 1 percolation rates.
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Map Unit: 2387
Cokey: 5625 i
: key: 3467
Cokey: 43029 Component %: 23 Co?nopsger?t ;) 32
component%: 45 | Average saturateg Average saturated
Average _se_lturated hydraulic hydraulic hvdrauli ductivi
conductivity {m/s): 4.65 Vi ydraulic conductivity
conductivity (um/s): 37.76
(um/s): 12.70 o

Sample Calculation:

Max.P lation Rat —(45 X465>+<23X1270>+<32x3776>
ax.Percolation Rate = | 700 X 4. 100 . 100 .

=171um/s

Figure 3.6: Maximum Percolation Rate Sample Catmia

Maximum Soil Profile Storage. The maximum soil geoftorage is the storage depth

available in voids and soil pores when the sadris Soil voids can be drained by gravity
or evaporation (HEC 2000). The soil profile storagecalculated by multiplying the
component percent, average porosity, and the demth the soil surface to the deepest
horizon together for each component and then sugthiese values to reach a total for
each map unit (see Figure 3.7). Porosity is thetitra of total soil volume that is not

occupied by the soil medium; it includes voids aode space (Chow 1964).
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Map Unit: 2387
Cokey: 4320 Cokey: 5625 Cokey: 3467
Component %: 45 Component %: 23 Component %: 32
Porosity (%): 33 Porosity (%): 37 Porosity (%): 42
Depth from soill Depth from soil Depth from soil
surface (cm): 203 surface (cm): 152 surface (cm): 191
Sample Calculation:
Max.Soil Storage
—(45 X 33 x203>+(23 X 37 ><152>+(32 X 42 ><191>
~\100 " 100 100 100 100 100
= 68.75 cm

Figure 3.7: Maximum Soil Storage Sample Calculation

Maximum Tension Zone Storage. The maximum tensiomezstorage is the storage

depth available in the form of water attached ftibEarticles (HEC 2000). This water can
only be removed via evaporation, suction, or cantéth a dry, porous material (Jury
and Horton 2004). Field capacity is the amount afewrleft in the soil profile after water
has stopped draining from the soil; it is analogtushe tension zone (Veihmeyer and
Hendrickson 1931). The tension zone storage isulzbd by multiplying the component
percent, average field capacity, and the depth fitwarsoil surface to the deepest horizon
together for each component and then summing tredses to reach a total for each map

unit (see Figure 3.8).

In Figure 1.1, presented in the introduction chgptes soil profile is shown to have two

parts: the tension zone and the upper zone. SMA doerequire a value for the upper
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zone directly; rather it calculates the storagetilepthe upper zone as the maximum soil

profile storage minus the maximum tension zoneag®(HEC 2000).

Map Unit: 2387
Cokey: 4320 Cokey: 5625 Cokey: 3467
Component %: 45 Component %: 23 Component %: 32
Field capacity (%): 27 Field capacity Field capacity (%): 39
Depth from soill (%): 10 Depth from soil
surface (cm): 203 Depth from soil surface (cm): 191
surface (cm): 1

Sample Calculation:

Max.Tension Zone Storage

(45 27 203) N ( 23 10 152) N ( 32 39 191>
=[—Xx—xX — X —— X — X —— X
100 100 100 100 100 100

=52.00cm

Figure 3.8: Maximum Tension Zone Storage Samplelaion

3.3.2.4 Parameters Estimated from Streamflow

This section explains the calculation of the foargmeters estimated from streamflow
recession analysis: groundwater layers 1 and 2agtordepth and coefficient.
Groundwater layer 1 (GW1) represents interflow, agrdundwater layer 2 (GW2)
represents groundwater flow (Fleming 2002). Intsvflis water that flows laterally
through the soil profile when the water contenisflletween field capacity and saturation

(Steenhuis and Muck 1988).
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Streams carry water from three different sourcedase runoff, surface soil (interflow),
and groundwater. A streamflow hydrograph can beonlgcucted into its various
components to calculate the aforementioned paramétesley et al. 1958). For this
process, six hydrologically isolated storms frorffedent months are used. The storms
used are independent of the calibration stormslyB3&ieamflow values are plotted on a

semi-logarithmic plot for this analysis. Excel sed to perform the recession analysis.

Streamflow hydrographs contain three regions:iagiBmb, a peak, and a receding limb.
The tail-end of the receding limb represents theetivhen groundwater is the only source
contributing to streamflow, as surface runoff anteiflow have stopped (Linsley et al.
1958). At this point, an inflection point is vis@hlindicating the end of surface runoff (see
Figure 3.9). To begin the deconstruction procdss,groundwater is separated from the
baseflow by projecting a line backwards from thkdad of the receding limb to the time
of peak flow while maintaining the slope of theland portion. This line is then
connected to the point at which the hydrographrset rise as a result of runoff. This is
the groundwater contribution to streamflow, or G{ilisley et al. 1958, Fleming 2002).

It is the dashed line in Figure 3.9.

To determine the portion of the hydrograph thatmiade up of surface runoff and
interflow (SR-I), the groundwater is subtractedniréhe total streamflow hydrograph.
This is depicted as the dash dot line in Figure B®separate interflow from the SR-I

portion, a line is projected backwards from theaawélowest slope in the receding limb
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of the SR-I to the time of peak flow. As with theogndwater separation, this line is then
connected to the point at which the SR-1 hydrogrbedins to rise. This is the interflow
contribution to streamflow, or GW1 (Linsley et &B58, Fleming 2002). It is the dotted

line in Figure 3.9. The SR-I and Interflow lineg druncated, because they drop to zero

after the final point shown, and zero values catwegplotted on a logarithmic axis.

10000
e Streamflow
SR-I
— — = Groundwater
o Interflow
1000

m
§ Inflection Point
; --------
o
[T
100 °
°
°
10 - - 7 T
17-Feb 22-Feb 27-Feb 4-Mar 9-Mar

Figure 3.9: Streamflow Hydrograph Deconstruction

Using the data from the groundwater and interflowed calculated above, the SMA

parameters are calculated. The recession curweceding limb of a hydrograph, can be

described by Equation 3.1, below.

qr = qoK; = qo * exp(—at) 3.1)
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Wheregq, is the initial streamflowg; is the streamflow at a later timekt, is a recession
constant less than one, amd= —In K, . The recommended time step for streamflow
regression analysis is one day, but a shorter step can be used for a smaller basin
(Linsley et al. 1958). Using the area of shallowslsipe of the receding limb of the
groundwater hydrograph and Equation 3.1, the GA2alue for each step is calculated.
After averaging thexr-values for the current hydrograph, the GW2 Reoes€ioefficient
is calculated using Equation 3.2, below.

Recession Coef ficient = 1/a (3.2)
Using the same section of the groundwater hydrdgrapd Equation 3.3, the GW2
Storage Depth is calculated for each step. The mmaxi value produced by this
calculation is taken as the GW2 Storage Depth,torage capacity. The maximum
instantaneous storage is used for the storage ,depttause it is the most accurate
estimate of storage capacity that can be obtaiset)streamflow recession analysis.

qt
S, = 3.3
t= A (3.3)

WhereS; is the storage in the basin at time, t and A & dhea of the watershed. The
same calculations are repeated using the interfigdrograph to determine the GW1

Recession Coefficient and GW1 Storage Depth.

Once complete, the values are summarized in oreadpheet and examined to see how
they changed over different months and seasonse $iirere is a fairly drastic difference
between the parameters calculated for summer amgmstorms, it is evident a bi-annual

hydrologic model is necessary to accurately capitatershed behavior (see Table 3.7).
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Using the parameters as guidelines, July to Novensbset as the summer season and
December to June is set as the winter season. @wmecdi-annual model has been
determined, the recession coefficients and stoagmcities are averaged across the

relevant months to provide one parameter valuech ¢ype for each season.

Table 3.7 Streamflow Recession Analysis

Event GW2 Recession GW?2 Storage GW1 Recession GW1 Storage

Month Coefficient (hr) (mm) Coefficient (hr) (mm)
Oct 400 31 70 3
Sept 414 27 35 2
July 324 26 76 5
May 547 207 34 10
Apr 324 236 57 36
March 439 168 85 13

3.3.2.5 Model Preparation, Calibration, and Validation

Once the aforementioned parameters are calcul&iE@-GeoHMS is used to assign
subbasin parameters and export the project fileHEC-HMS. In HEC-HMS, the

monthly pan evapotranspiration data is added t@amnelogical models; precipitation and
streamflow data from 2009-2011 are added to the t@mries data. At this point, the
model is copied and one designated the winter maddl the other for summer. The
season-specific GW1 and GW2 parameters are assigngte SMA-based model. Initial

values of the calibration-determined parameters,2@#fcolation rate, GW1 and GW2
baseflow coefficient and baseflow reservoir coang, set. A sensitivity analysis indicates

that percent impervious is the most sensitive patamin the model. It shows that the
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GW?2 percolation rate has little to no influencestorm event streamflow; this parameter

is not altered during calibration.

The calibration session begins with running the ehathd examining the baseflow output.
GW1 and GW2 baseflow coefficients and number oetlaw reservoirs are adjusted to
permit the groundwater to travel through the basefnodel with little to no attenuation
(Fleming 2002). The linear reservoir baseflow mdtho HEC-HMS is based on the
Clark Unit Hydrograph (UH) method for transferrifigw through reservoirs. The GW1
and GW2 baseflow coefficients are analogous tattenuation, or storage, coefficient in
the Clark UH method (HEC 2000) and similar to th& Gand GW?2 storage coefficients
calculated in Section 3.3.2.4. Interflow (GW1) tbss faster than groundwater flow
(GW2), but slower than surface runoff (Kirkby 1978he GW1 coefficient should be
smaller than the GW2 coefficient. A high baseflovefficient means that less of the
inflow to the reservoir is immediately transfertbdough the reservoir; rather it will have
a higher residence time in the reservoir. Onceetheslues are set, the calibration
continued by testing various percent imperviousueal and determining model
performance with the objective functions listedtie previously presented Table 3.2.
This process did not yield satisfactory results,asother influential parameter is also

considered: surface depression storage.

As mentioned in the study area descriptions, bo#texgheds of interest likely have
extensive artificial drainage. Artificial drainagaptures and conveys soil water to the

edge of a cultivated field, where it is then transfd to a local stream or surface ditch
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(Skaggs et al. 1994). With a clay fraction of ab@®1 for both watersheds, the presence
of artificial drainage is expected to increase petatamflow (Rahman et al. 2014). HEC-
HMS does not have a built-in function to express tiehavior; reducing the surface
depression storage of the watershed best mimidgiattdrainage. Decreasing surface
storage results in more precipitation becoming aa@frunoff rather than infiltration,
which produces the same result as artificial dige@nguicker conveyance of water to the
stream. Therefore, the maximum surface storagedsced to 12.7 mm from the 50.8
mm as recommended by Fleming (2002). This valueesgwith Chow (1964). Final

surface depression storage values are determinezhifbration.

After satisfactory model calibration, the validatigprocess begins. Precipitation and
streamflow data from 2012 are added to the timeesatata. The models are run; the
aforementioned objective functions (see Table 3étye to indicate model suitability.

Refer to Section 3.3.1 for an explanation of theli&ded model calibration technique.

3.3.2.6 Downward Model Development

The completed SMA-based model is split into fourdels of increasing sophistication
per Farmer et al. (2003) and Kusumastuti et al0§20The first model includes unlimited
soil storage, the second includes limited tensmmezstorage, the third limits soil storage
and includes groundwater parameters, and finalhg fourth includes baseflow

characteristics (see Table 3.8 and Figure 1.1udwx below). This configuration permits
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inferences to be drawn concerning the impact otifipesoil parameters on streamflow

(Klemes 1983).

Table 3.8 Model Elements

Model Elements
M1 1, 2, 4 (unlimited)

M2 1, 2, 3, 4 (unlimited)
M3 1, 2, 3, 4 (limited), 5, 6
M4 1,2, 3,4 (limited), 5, 6, 7, 8
Precipitation Evapotranspiration
(1) Canopy
Interception

(2) Surface
Depression
Surface runoff
r |

/
R

Infiftration T (3). U(4)
er'S'O”| PPET | soil profile
zone zone
storage
storage |storage

Percolation

(7Y GW 1
baseflow
reservoir

(9) GW layer 1 Groundwater flow

streamflow
storage

Percolation

(8) GW 2
baseflow
reservoir

(6) GW layer 2 Groundwater flow

streamflow
storage

Deep
percolation

Figure 1.1: SMA Model Configuration, adapted frore €1 (2000)
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3.4 Analyzing Model Results

The downward models are run continuously at a lfutei time step for a 10-year
simulation period from 1994 to 2003 using histgiecipitation data, and the results are
analyzed via the methods described in this secfi@n minutes is used for model
computations, because it allows a high resolutiovestigation of the differences in
modelled streamflow. When running the Wabash/Tippee models, the inflow
hydrographs at Logansport and Oakdale Dam are @ad|wallowing for the isolation of
the watershed. Thus, discrepancies in streamflowngnthe four downward-developed
models are easily identified. The models are alsofor frequency-based storms. Refer
to Section 2.2.5 for a discussion of frequency-das®rms. The sections following

explain the methods used for analyzing the modellte

3.4.1 CN-based and SMA-based Model Comparison

To determine whether the CN-based or SMA-based Mmodptures the hydrologic
behavior of the watershed better, the model strigavafare compared with the observed
streamflow. Berthet et al. (2009) states that geative function, time to peak error, and
a visual comparison of the observed and modeledolgydphs can serve as a basis for
determining which model performs better. As sudtese three methods are used to

compare CN-based and SMA-based model performance.
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3.4.2 SMA-based Downward-developed Models

The impact of the soil profile is examined via aralgsis of the variation seen in the four
downward-developed model results. A sign test, fldwration curves, and flood

frequency analysis serve as the basis for this exaion.

3.4.2.1 Sign Test

The sign test can be used to determine whether hta are typically different from
each other. The null hypothesis of the test is thate is not a statistically significant
difference in the data pairs. It is a fully nonpag&ric test, as it does not require
assumptions of normality or symmetry (Helsel andséh 2002). Examination of the
downward model development results indicates that goil profile only influences
streamflow after a storm event with a high preeifpan intensity. So, the sign test is
applied at an alpha value of 0.05 to peak flowso@ased with specific maximum
precipitation intensities. Only peak flows above 0" or 95" flow percentile for the
Wabash/Tippecanoe and the Plum Creek watershesfzeatévely, are tested. A total of
149 peak flows are tested for the Wabash/Tippecaawt 504 peak flows are tested for
Plum Creek. These peak flows represent every deakabove the aforementioned flow
percentiles that occurs during the ten year sinarigieriod. Local peak flows due to first
flush runoff were omitted when detected. Plum Crerhkibits significantly more peak
flows than the Wabash/Tippecanoe, because it ischrflashier watershed with a time to
peak of approximately two hours. The data pairglume M1 vs. M2, M2 vs. M3, and

M3 vs. M4. These are selected, because M4 streandlalways greater than or equal to



43

M3 streamflow, M3 streamflow is always greater tioarequal to M2 streamflow, etc. As
such, it is inexpedient to test M1 vs. M4, becatlmeresult can be reasonably inferred
from the result of M3 vs. M4. Also, unnecessarigting additional data pairs simply

reduces the power of the test (Kutner et al. 2005).

Since the sign test is performed multiple timeshvilie same set of data, the issue of
multiple comparisons is considered. When the sahefsdata is used for simultaneous
hypothesis testing, it increases the probabilitgt tthe test will return an incorrect

conclusion. To protect against this error, a cdioecis made to the alpha value. In this
case, a Bonferroni Correction is the most approprsance it does not assume anything
regarding the distribution of the data (Kutner let2805). The corrected alpha value for

the sign test is 0.0083 (0.05/(2*3)).

3.4.2.2 Flow Duration Curve

Flow duration curves are developed for M1-4 to shibevdistribution of flow values. A
flow duration curve is simply a quantile plot oetllow data (Helsel and Hirsch 2002). It
can be useful in determining general flow charasties, such as the impact of baseflow
or how quickly a watershed transitions from highaw flows (Farmer et al. 2003). Flow

duration curves are developed using the plottirgjitpm formula shown in Equation 3.4.

(3.4)
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Where p is the exceedance probability, i is thé i@rthe data, and n is the total number
of data points. For the Wabash/Tippecanoe sub-glager the flow relative to the median
flow is plotted against the exceedance probabikty. the Plum Creek watershed, flow is
simply plotted against the exceedance probabiligcause the median flow in the

watershed is zero.

3.4.2.3 Flood Freqguency Analysis

Flood frequency analysis is carried out using thétdn frequency storm function in
HEC-HMS. Precipitation data from the NOAA’s Pretgtion Frequency Data Server is
used to create frequency storms with the followieigyirn periods: 2, 5, 10, 25, 50, 100,
250, and 500 years. The simulated peak flows fraohdrequency storm are plotted for
M1-4. In downward model development, frequencyra®ican be useful in identifying

shifts in the dominant flow mechanism (Kusumasttital. 2006).
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CHAPTER 4.RESULTS AND DISCUSSION

The results of the CN-based and SMA-based modebraibn and validation are
presented herein along with findings from statatianalyses. A discussion of their

meaning and significance is also included in thiapter.

4.1 Model Parameter Values

The results of the SMA-based model calibration shewn in Table 4.1 for both
watersheds of interest. The Wabash/Tippecanoe sidxshed is modelled using 17 sub-
basins; Table 4.1 shows parameters for only orteeofl7 sub-basins. The results shown
are typical. Note the similarity in values betwedbka two watersheds for the parameters
calculated via the land use, SSURGO, and streamflegession analyses. This is
expected, as the watersheds lie in a region of rgebgc similarity (Gray 2000). The
most striking differences seen in the values aeentlaximum surface storage and GW2
coefficient. For the maximum surface storage, Whliappecanoe requires a value of
7.3 mm, while Plum Creek requires a value of 2.5.m3anerally speaking, furrowed
agricultural land captures and retains significamtiore water (see Table 3.6) than a
natural landscape. The Wabash/Tippecanoe sub-Wwaterdras more land under
cultivation than Plum Creek, resulting in a highapacity for surface depression storage.

Despite the higher fraction of the Wabash/Tippeeamath artificial drainage (see



46

Section 2.1), the overall effect of the non-ari#fity drained agricultural land is to allow
more surface storage in the watershed than in Flueek. For the GW2 coefficient,
Wabash/Tippecanoe requires a value of 416.8 hathde Plum Creek requires a value
of 167.7 hours. GW2 represents groundwater flowe Bubbasins in the reduced
Wabash/Tippecanoe sub-watershed range from 9.896.3 knf, whereas the Plum
Creek watershed is a mere 7%fhat the variable derived from groundwater péesise

is so much higher for the larger watershed is wtdadable, as a watershed's time of

concentration is proportional to its area (Chow4)96

Table 4.1 Calibrated SMA Parameters, Summer

Wabash/Tippecanoe
Summer Model Parameters Subbasin W520 Plum Creek
Max. Canopy Storage (mm) 1.3 15
Max. Surface Storage (mm) 7.3 2.5
Max. Infiltration Rate (mm/hr)  33.7 31.7
% Impervious 4.3 5.0
Soil Storage (mm) 557.5 567.0
Tension Zone Storage (mm) 440.1 433.4
Soil Percolation Rate (mm/hr) 274 25.1
GW1 Storage (mm) 19.7 25.2
GW1 Percolation Rate (mm/hr) 27.4 25.1
GW?1 Coefficient (hr) 43.9 42.3
GW?2 Storage (mm) 203.5 115.3
GW?2 Percolation Rate (mm/hr) 1.3 1.3
GW?2 Coefficient (hr) 416.8 167.7
GW1 Baseflow Coefficient (hnr) 8 100
GW1 Baseflow Reservoirs 5 4
GW?2 Baseflow Coefficient (hr) 450 120
GW2 Baseflow Reservoirs 5 2
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A big discrepancy is also seen between the Wabggigdanoe and Plum Creek
baseflow parameters. The GW1 baseflow reservoinveyp more water than the GW2
reservoirs. Most of the soil water is laterallynséerred to the GW1 baseflow reservoirs
before it has time to percolate through GW1 stoi@u into the GW2 storage. As such,
the shape of the receding limb produced by the SMsed model is much more sensitive

to the GW1 baseflow parameters than the GW2 bagsgfayameters.

The Wabash/Tippecanoe requires a smaller GW1 loasefefficient than Plum Creek.
A smaller baseflow coefficient results in quickexcession and less attenuation of
baseflow, i.e. more baseflow is transferred toastridow at a quicker rate. The shape of
Wabash/Tippecanoe’s receding limb is heavily infleed by streamflow upriver of the
watershed, whereas the entire length of Plum Ciealontained within the watershed
boundary. As such, the Wabash/Tippecanoe GW1 loaseiefficient primarily serves
to generate the appropriate quantity of baseflownversely, the Plum Creek GW1
baseflow coefficient primarily serves to define #ieape of the receding limb. During the
summer, very little precipitation reaches the basefteservoirs due to the high rate of
evapotranspiration and high intensity of precipiat most water is lost before
percolating through to the baseflow reservoirs. sThmcreases the difficulty of
appropriately calibrating the baseflow parametsisce there are very few baseflow
occurrences to use for direction. In the winterthbgrecipitation intensity and
evapotranspiration are much lower, allowing waterdach the baseflow reservoirs and

direct the calibration process.
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4.2 CN-based and SMA-based Model Performance Comparison

For the Wabash/Tippecanoe sub-watershed, modelasops for individual validation
storms show that the SMA-based model is at leagbead as, if not better than, the CN-
based model (see Figure 4.1 and Table 4.1). Cabbratorm hydrographs are shown in
the appendix. For the summer season, the SMA-basmdEl correctly simulates the
general shape and magnitude of the hydrograph,itbdbes not model the specific
idiosyncrasies of the flow as well as the CN-bassatlel, despite the fact that both
models are run with the same time step. The SMAdasodel simulates a fairly smooth
hydrograph, whereas the CN-based model producesathe bumps and crevices seen in
the observed streamflow. This is true for bothghmmer and winter seasons. Given that
the SMA-based model passes water through multfgeage components before it is
transformed into streamflow, it is reasonable tpest the resulting hydrograph to appear
more processed. Despite this inability, it is clzam a visual comparison and the values
presented in Table 4.1 that the SMA-based moddbipes better than the CN-based
model during the summer. The SMA-based model ethibetter measures for every
aspect except the time to peagkd3d error, where it posts a 4% greater error. Howeaer

a significance level of 0.05, the null hypothesiattthe feakfor both models is the same

cannot be rejected.

Examining the winter model hydrographs and the ahbje function results, it cannot be
concluded that the SMA-based model performs b#iter the CN-based model. The CN-

based model provides an equally good or bettebfievery measure exceptd error,
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Figure 4.1: Wabash/Tippecanoe Model Comparig@nsummer(b) winter

where it exhibits a 23% greater error than the Sd&ed model. But, this seemingly
glaring error can be essentially ignored due tof#ioe that the winter CN-based model
and observed hydrographs both peak twice. The Géébaodel’s highest flow occurs

on the first peak, and the observed hydrograplybdst flow occurs on the second peak;
the difference in the magnitude of the two peakseigligible. As such, the CN-basggk

error is an artifact of the double peak. Over&le performance difference of the SMA-
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based and CN-based models is not great enoughh&mwinter season to soundly

conclude that one performs better.

Table 4.2 Wabash/Tippecanoe Goodness of Fit Pagasnet

Summer Winter
CN-based SMA-based | CN-based SMA-based
SSE 655,335 62,250 373,331 534,767
NSE 0.38 0.94 0.99 0.99
R? 0.80 0.94 0.97 0.97
MB 22.37 1.69 0.58 -2.72
NOF 0.28 0.09 0.05 0.06
toeak ErTOr - 6% 10% 24% 1%

For the Plum Creek watershed, model comparisonshioisummer and winter seasons
show that the SMA-based model performs signifigab#tter than the CN-based model
(see Figure 4.2 and Table 4.). Despite this, it dties not perform satisfactorily as it
significantly underestimates peak flows. As thisws with both the CN-based and
SMA-based models and a suitable solution couldb@tchieved via calibration, it is
most likely caused by shortcomings in the data usexbnstruct and run the models. The
discrepancy between the model results and obsedatal can be attributed to the
precipitation data, as the nearest precipitationggato the watershed is about 29 km
away. One indicator of this is that the highestepbsd peak flow that occurred during a
storm used to calibrate the summer CN-based modeured after the smallest
precipitation event with relatively low precipitati intensity. Another factor could be
that Plum Creek is an ephemeral stream. Gan €120.7) note that dry catchments are

much more difficult to model due to model struciutiee use of objective functions
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during calibration, and data quality. Plum Creektaialy falls within this category, as
streamflow only occurs for a few storms during $hexmer months. Plum Creek runs dry
for much of the summer and portions of the wintenths. The issues noted by Gan et al.

(1997) may be less of an issue for the CN-basedem@articularly during the winter

season.
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Table 4. shows that the SMA-based model perfornt®bthan or the same as the CN-
based model in every instance except the coeftiadndetermination for the winter
season. The discrepancy between the thwaRies is barely significant at only 0.05. The
coefficient of determination is indicative of howelvthe model explains variance in the
observed dataset. The CN-based model has a higheali®e because it is better able to
model the shape of the receding limb of the wihtgarograph. This is primarily due to
the manner in which the CN-based model simulatesefltav in this study—via the
commonly used recession method. With this methioel,shape of the receding limb is
extremely sensitive to baseflow parameters in thd-b@sed model; this makes
calibrating for recession behavior fairly easy. @Gamsely, the SMA method requires the
use of the linear reservoir method. With this mdtheater in the SMA-based model
must percolate through groundwater storage andlbaseeservoirs before appearing in
the stream. The complicated nature of this prooedsces the ability to define the shape
of the recession curve via calibration. While thd-kased model captures some aspects

of the Plum Creek watershed’s behavior, the SMAetdasodel performs much better.

Table 4.3 Plum Creek Goodness of Fit Parameters

Summer Winter
CN-based SMA-based | CN-based SMA-based

SSE 4,108 5,069 119,659 67,791
NSE -0.42 0.49 0.73 0.86
R? 0.49 0.80 0.92 0.87
MB -69.81 -47.97 -43.14 -15.23
NOF 1.04 0.62 0.80 0.58
tpeak Error - 31% 19% 4% 4%
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4.3 Downward Model Development Results

A comparison of the streamflow hydrographs from ttwevnward developed models
provides some insight into the influence of specifiodel parameters. Figure 4.3 and
Figure 4.4 give a representative comparison ofastfow from the four SMA-based
models for both the Wabash/Tippecanoe sub-waterahédlum Creek watershed. M1-
M3 essentially collapse to the same streamflow wihenprecipitation intensity is low.
M4, which includes baseflow, results in greateeatnflow than the other three models.
At times, this is difficult to determine visualliput it is verifiable via an examination of
the model outputs. Observed streamflow is omittexinf Figure 4.3 and Figure 4.4,
because streamflow is not available from the USGfBsite for the simulation time
period, 1994-2003. Also, Figure 4.3 depicts floanfrthe isolated sub-watershed; USGS

data includes streamflow from regions outside efdtudy area.

When the precipitation intensity is low, most ralhimmediately infiltrates into the soil;
the surface characteristics then become the mdkiential factor in determining
streamflow, which is why little to no difference M1-3 is evident at low precipitation
intensities. M1 and M2 contain infinite soil stoeagvhereas M3 and M4 limit soll
storage (see Table 3.8 and Figure 1.1). The signatuthis is evident in the significant
increase in streamflow between M2 and M3. The pr&tion infiltration rate is

proportional to the amount of available storagehe soil profile (Chow 1964). With

infinite storage, the infiltration rate is maximizeconsiderably reducing runoff potential.
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This is why M1 and M2 produce less streamflow tham soil-storage-limiting M3 and

M4.
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The summer season in the Wabash/Tippecanoe displaiggificant difference between
M3 and M4 not seen in the winter season (see Fige This is due to the slow decay
of baseflow during the summer season, not becdiessummer season produces more
baseflow than the winter. In reality, the summerdeiaarely produces baseflow, as the
majority of soil water is evaporated before haviilge to percolate down through the
groundwater layers to the baseflow reservoirs. Vdithevapotranspiration rate nearly a
tenth of the summer value, the winter produces fltagequite frequently. It is not
evident in Figure 4.3b, because the magnitude séfliav is small compared to the peak

streamflow.

As with the Wabash/Tippecanoe sub-watershed, tine Rlreek watershed also produces
more baseflow in the winter, even though it is eadent in Figure 4.4. In Plum Creek,
the relative difference between M1 and M2 is muokater during the summer season
than the winter season. To understand this caueefiist important to note that M1 and
M2 contain the same amount of soil storage; thg difference is the manner of storage.
In M1, both evapotranspiration and percolation odoom the entire soil profile since it
is all modeled as upper zone storage in the dowsh@avelopment configuration. In M2,
evapotranspiration occurs throughout, but perambatinly occurs from the upper zone
storage (see Table 3.8 and Figure 1.1). So, thepsdfile is likely to maintain a higher

degree of saturation in M2 than in M1.
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Evapotranspiration first occurs from the upper zdmegt precipitation fills the tension
zone first (HEC 2000). In the summer, the evapasjpaation rate is high. When
evapotranspiration occurs from the tension zorerdke of evapotranspiration is reduced
relative to the ratio of current soil storage tnsien zone capacity (HEC 2000). In M1,
all soil storage is upper zone storage, so the axamspiration rate is always at its
maximum. As such, there is less water stored irsthleto then influence the infiltration
rate and consequently streamflow. In summary, éhsibn zone serves to reduce the rate
of evapotranspiration, and therefore it increades ability of the soil profile to retain

water and increases the potential for surface fuhad to lowered rates of infiltration.

4.3.1 Precipitation Intensity and the Soil Profile

The results of the sign test for soil profile sigrance at different maximum precipitation
intensities in the Wabash/Tippecanoe sub-wateranedhown in Table 4.. The p-values
are displayed for the 10-year simulation period.e Tapplication of a Bonferroni
correction results in significance at p-values l#smn 0.0083. Note that M2 generates
peak flows that are significantly different from Mt precipitation intensities of 1.5 and
3.0 cm/hour, but then are insignificant until agypéation intensity of 7.6 cm/hour is
reached. At low precipitation intensities, the lindition rate has a high probability of
being equal to the precipitation intensity. As sudlost of the precipitation enters the soil
profile, and this allows the soil profile to play significant role in determining
streamflow. This also suggests the point at whetsibn zone storage begins to impact

streamflow is at a maximum precipitation intensify7.6 cm/hour when there is a high
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probability that much of the precipitation beconnesoff rather than infiltrating into the
soil. Among the 17 sub-basins in the Wabash/Tippeea the average maximum
infiltration rate is 4.4 cm/hr. M3 peak streamflammly becomes significantly different
from M2 when a maximum precipitation intensity ol @m/hour is reached. Since M2
contains unlimited soil storage and M3 containsitkoh soil storage, this indicates the
availability of soil profile storage begins to hasesizable impact on streamflow at a
precipitation intensity of 6.1 cm/hour. Furthermoid4 peak streamflow is always
significantly different from peak streamflow in M3his can be explained as the

influence of baseflow.

Table 4.4 Peak Streamflow Significance for Wabaigipdcanoe Model Comparison

Max. Rainfall

Intensity M1 vs. M2 M2 vs. M3 M3 vs. M4
1.5 cm/hour S (0.0003) NS (0.1435) S (<0.0001)
3.0 cm/hour S (0.001) NS (0.2668) S (<0.0001)
4.6 cm/hour NS (0.0654) NS (0.0215) S (<0.0001)
6.1 cm/hour NS (0.0215) S (0.0001) S (0.0001)
7.6 cm/hour S (0.001) S (0.001) S (0.001)

Key: S- significant, NS- not significant; p-valuleosvn is for 10-year simulation period (1994-2003).

The results of the sign test for soil profile sigrance in the Plum Creek watershed are
shown in Table 4.. The p-values are again displdgedhe 10-year simulation period,
showing significance at p-values less than 0.0088e that M2 becomes significantly
different from M1 at a precipitation intensity ofédcm/hour; this suggests the point at
which tension zone storage begins to impact stieanh the Plum Creek watershed is

4.6 cm/hour. M3 peak streamflow is significantlyffelient from M2 at the minimum
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precipitation intensity, 1.5 cm/hour, and the sameue for the difference between M3
and M4. Since M2 contains unlimited soil storagd 88 contains limited soil storage,
this indicates that the availability of soil prefistorage always has a sizable impact on
streamflow for this watershed. The difference imalpstreamflow for M3 and M4 can

again be explained as the influence of baseflow.

Table 4.5 Peak Streamflow Significance for PlumeRriglodel Comparison

Max. Rainfall

| ntensity M1 vs. M2 M2 vs. M3 M3 vs. M4
1.5 cm/hour NS (0.125) S (0.0066) S (<0.0001)
3.0 cm/hour NS (0.125) S (<0.0001) S (<0.0001)
4.6 cm/hour S (<0.0001) S (<0.0001) S (<0.0001)
6.1 cm/hour S (<0.0001) S (<0.0001) S (<0.0001)
7.6 cm/hour S (0.0020) S (0.0020) S (0.0039)

Key: S- significant, NS- not significant; p-valuleosvn is for 10-year simulation period (1994-2003).

A visualization of the occurrence of differencesween the models in relation to total
storm precipitation and maximum precipitation irgiey provides additional insight into
the behavior of the solil profile (see Figure 4BH)e dataset shown in the figure is the
aggregate of the peak flows tested with the sigh ®emember that these are all of the
peak flows above the #0and 95 flow percentile for the Wabash/Tippecanoe and Plum
Creek, respectively, which occurred during the ytear simulation period. The figure
shows total storm precipitation on the y-axis arakimum precipitation intensity on the
x-axis. For every combination of total storm préefon and maximum precipitation
intensity that occurred during the ten-year simataperiod, a marker indicates that two

models produced different peak flows. There areghypes of markers displayed: a blue
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square for a difference in peak flow between M1 8Mft] denoted M1-M2, an orange
triangle for a difference between M2 and M3, dedd#2-M3, and a black rectangle for
a difference between M3 and M4, denoted M3-M4. Akeraappears regardless of the
number of times a difference was detected or ofiistical significance. The total
storm precipitation and maximum precipitation irdiéy appear as discrete values,

because precipitation data is reported by NCDC2840cm intervals.

Although the difference between M1 and M2 in theba&h/Tippecanoe sub-watershed
displayed significance at precipitation intensit#sl.5 and 3.0 cm/hour (see Table 4.),
Figure 4.5a shows that this difference only occdos six out of 26 total
precipitation/maximum intensity combinations fortfbantensity levels. This indicates
that the differences seen can be attributed morm@ntecedent soil moisture conditions
than to the particular influence of tension zor@ae. An interesting phenomenon is
seen in the Plum Creek watershed but not in theagtdlbippecanoe. At extremely high
maximum precipitation intensities, Plum Creek csaseproduce a difference in peak
flows between M3 and M4, while still producing @ifences in M1, M2, and M3 (see
Figure 4.5b). For high precipitation intensitiedist indicates that while some
precipitation is infiltrated, the majority of prediation is transferred to the river via
Hortonian overland flow. As a result, baseflow ugfhce of streamflow is small
compared to the stormflow response. This effedesn in Plum Creek but not in the
larger Wabash/Tippecanoe due to the great diffe@®nt time of concentration between
the two watersheds. The time of concentration en\Weabash/Tippecanoe is so long that

some of the water reaching the baseflow resenf@ssenough time to be transferred to
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the river network before the peak flow is achievetim Creek’s significantly shorter

time of concentration disallows this effect.
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Figure 4.5: Occurence of Peak Flow Differences betwour Modelga) Wabash/
Tippecanoe(b) Plum Creek

The application of downward model development ® Wabash/Tippecanoe and Plum
Creek watersheds provides the ability to identtig tspecific impact of various soil
parameters on streamflow. The tension zone, od fi@pacity, of the soil profile only
truly influences streamflow in the Wabash/Tippe@sab-watershed at unusually high
precipitation intensities (7.6 cm/hour) while foluf Creek, this value is 4.6 cm/hour.
Percolation to lower soil storage levels cannouodmm tension zone storage. Thus, the

tension zone only affects streamflow when it i$, fof full enough to significantly reduce
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the maximum infiltration rate. The depth of thelgmiofile impacts streamflow much
more than tension zone storage. The impact begiadaver precipitation intensity, 6.1
cm/hour for Wabash/Tippecanoe and 1.5 cm/hour famPCreek, and results in the
greatest magnitude of change among all the soifilprparameters explored. While
baseflow impacts streamflow for all precipitationiensities examined, the impact on the
magnitude of peak flow is relatively minor. Its iagt is so small that it cannot often be

detected on the streamflow hydrographs (see Figy@te Figure 4.4).

4.3.2 Flow Duration Curves

Flow duration curves for the four SMA-based Wabagipecanoe models are presented
in Figure 4.6. There is little difference in theaplk of the curves for M1-3, but M4
produces less extreme flow values when comparétetmedian flow. This indicates that
a fully developed soil profile dampens the effecboth high-intensity precipitation and
low streamflow. The flow duration curves for M1-8@exhibit a steeper slope than that
of M4, underscoring the inability of these modets fully capture the streamflow
recession behavior of the watershed (Farmer eR2@03). The absence of baseflow
reservoirs in M1-3 limits the ability of the modets convert infiltrated precipitation into
streamflow. The flat slope of the M4 flow duratioarves also suggests that M4 has a
greater capacity to store water than the othertmedels (Gupta 2008). In effect, the
baseflow parameters included in the complete mddé|,are necessary to appropriately
transform precipitation and to fully capture therage capabilities of the watershed. An

observed flow duration curve is not shown due satfeav data limitations for the
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simulation period. However, the flow duration curfrem M4 is expected to closely

mimic the observed flow duration curve; the full aeb (M4) is calibrated to historic

streamflow data.
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64

The flow duration curve for the summer season M#ugh flatter than the winter season
M4. As explored earlier in this section, this canditributed to the fact that baseflow is
transferred to streamflow much quicker during theter months, resulting in a flashier

stream system.

Flow duration curves for the four SMA-based Plune€ik models are presented in Figure
4.7. As is also seen in Farmer et al. (2003), fbev fduration curves for the less
sophisticated models, M1-3, fail to capture thevflgersistence of the river system. This,
coupled with the fact that Plum Creek flows intdtemtly, explains why the curves do
not cover the spectrum of exceedance probabilipmg@ared to the Wabash/Tippecanoe
curves, Plum Creek produces extremely steep flowatoiin curves; Plum Creek
watershed is much flashier and has less storageacitgp than the larger
Wabash/Tippecanoe sub-watershed. This is expeeaedlum Creek contains a first
order stream and Wabash/Tippecanoe contains adndgh-stream. First order streams
have a much smaller area contributing to streamflahich results in a much shorter
time to peak and a lower ability to generate basefFor low-order watersheds, surface
and interflow processes play a dominant role inegating streamflow. For high-order
watersheds, the large contributing area resultsaseflow processes generating a greater

portion of streamflow than in low-order watersheds.

The Plum Creek watershed is so flashy, that theianestreamflow for M1-3 for the
summer and winter seasons is zero, as evidencé#eliact that the curves disappear at

an exceedance probability of about 0.2. In fact, $héws that streamflow is less than
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0.001 ni/s for approximately 80% of summer and 20% of thetev. For the summer
season (see Figure 4.7a), there is not a visildffereince between the flow duration
curves for M1-4. This indicates that baseflow does play a substantial role in Plum
Creek, as it does in the Wabash/Tippecanoe subrsinst@. This is due in part to the
smaller size of the watershed and dominance oflavérflow and interflow processes

and in part to the higher rate rater of evapotraaspn during the summer season.

For the winter season, M4 does have a median fleatgr than zero, and it also exhibits
the significant influence of baseflow. Includingskflow in the Plum Creek model for the
winter season shows that baseflow helps to redbeestmulated flashiness of the
watershed system. In an ephemeral stream, suchuas®eek, baseflow is vital to the
maintenance of aquatic habitats in the streambezhuse, as suggested by Figure 4.7b, it

provides water to the stream long after a predipiteevent has passed.
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Figure 4.7: Flow Duration Curve for Plum Creek Mb@® summer(b) winter

4.3.3 Flood Frequency Analysis

Figure 4.8 and Figure 4.9 display the peak flows tatal runoff depths for various return
period storm events for the summer and winter seador both watersheds. The

difference between M1 and M2 peak flows and ageiwben M3 and M4 peak flows is
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negligible. This indicates that for flood eventsjther tension zone storage nor baseflow
significantly impacts peak flows. Rather, the miagportant factor in flow magnitude is

soil profile storage capacity, as is also seenguife 4.3 and Figure 4.4.

For both watersheds, there is a negligible diffeeebetween the M1 and M2 runoff
depths. Not only do M1 and M2 have essentially shme peak flows, they also have
identical cumulative runoff depth over the lengthttte storm event. This suggests that
the tension zone does not significantly impact ssima: behavior. Conversely, despite
having the same peak flows, M3 and M4 display atarttial difference in runoff depths,
except for the summer Plum Creek model. This insplieat baseflow significantly
influences recession behavior in a watershed. Timding agrees with the basic
definition of baseflow (Gupta 2008). The differermetween runoff depths for M2 and
M3 is expected, as the peaks flows are also diiterEhe reason for this difference is

again, the result of limiting soil storage capacity

During the summer season, the relative magnitudpeak flows and runoff depths is
significantly smaller at short return periods thdaring the winter season. This is
evidenced by the steep curve extending far tomdr@lerigin of each summer season plot
(see Figure 4.8a,c and Figure 4.9a,c). Two explamatfor this behavior are probable.
First, the higher rate of evapotranspiration inghenmer means the solil profile is emptier
and can thus store more water, reducing runoffosecduring the summer season, the
impervious surface percentage is lower than theéeritbecause the ground is not frozen.

As a result, the soil profile can capture and stocge of the precipitation in the summer
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than in the winter. This effect is reduced when phecipitation intensity is higher than

the maximum infiltration rate, as it often is witbng-return period storms, causing

excess rainfall to immediately become Hortonianriawel flow.
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Figure 4.8: Frequency Analysis for Wabash/Tippeeaktndels for(a) summer model
peak flows,(b) winter model peak flows(c) summer model runoff deptlig) winter
model runoff depth

The smooth transitions between peak flow valueghenfrequency curves, as seen in

Figure 4.8 and Figure 4.9, indicate that the tensione in the watersheds contains

enough storage that only one flow mechanism dom@maturface runoff. Kusumastuti et

al. (2006) notes that a jagged jump in peak flolues between return periods marks a

change in the flow mechanism from subsurface flovsdturation-excess surface flow.
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However, the opposite would be true in this stubly.Kusumastuti et al.'s study of
hypothetical watersheds in Australia, the tensionezstorage depth explored is 45 mm
and ranges from 11 to 45% of the total soil prastierage. In this study, the tension zone
storage depth ranges from 275 to 470 mm or 59 % @Bthe total soil profile storage.
The tension zone is so much greater in this stb@gause the soils in Indiana are
significantly deeper than those found in Austrafiso, the field capacity of Indiana soils
is much greater than soils in Australia. The deapsibn zone in this study provides
enough storage that little, if any, precipitati@aches the upper zone storage from which
percolation to the groundwater layers occur, arlissdace flow is generated. As such,
flow is primarily generated through surface rungther due to impervious surface cover
or precipitation intensity in excess of the maximunfiltration rate. In summary, a deep
tension zone provides enough storage that it iskelgl that subsurface flow will

influence peak flows during high precipitation imé&y flood events.
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4.4 Study Limitations

While every attempt is been made to accurately essprt the hydrology of the

Wabash/Tippecanoe sub-watershed and Plum Creekrsivate this study includes

limitations. For future studies, the SMA-based mquameters should be derived with

additional attention to the limitations presentedeh

For example, vertical flow of water through soilgenerally determined by the minimum

saturated hydraulic conductivity{§ value of the soil horizons through which it passe
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not the average used in Figure 3.3. Since thisystisis an averagek the rate of

percolation through the upper zone storage and @Wigher than it should be. As such,
water is lost from these storage components muatkguthan is expected to occur in
nature. The primary impact of this is that wateyrha lost from the interflow component
(GW1) before it has the chance to be transferredhéo baseflow reservoirs and be

transformed into streamflow.

While vertical flow through soil is determined yetminimum kg, the infiltration rate is

limited by the ky of the first soil horizon. The actual infiltratioate has the potential to
be much greater than thedof the first soil horizon. Since thegkin this study, is used as
the maximum, not the minimum, infiltration rate, m@recipitation is likely to become

surface runoff. This decreases the ability of wié@ofile to impact streamflow.

In this study, the porosity of a soil series is @yntaken as the average porosity of the
soil horizons. Realistically, a weighted averageopity based on the depth of each soill
horizon should be used. The impact of this depemdshe relative soil porosity and
depths of the soil horizons. In this study, it s potential to either increase or
decreases the upper zone storage. An increaseper @pne storage would decrease the
generation of interflow, since more water coulddbered in the soil profile, and vice

versa.

This study is greatly limited by the challengessgrged by modelling artificial drainage

in a substitutive manner. In this study, artificddainage is modeled by decreasing
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surface depression storage, which results in mareace runoff. In reality, artificial
drainage removes water from the soil profile steragd transfers it underground to the
stream network. This behavior most closely mimnterflow. As such, artificial drainage
should be modeled using the GW1 storage and GWaéflbasreservoirs in the SMA-
based model in HEC-HMS. Since artificial drainagews via a perforated pipe network,
the GW1 storage and baseflow parameters would tedme adjusted such that the
transfer of water to streamflow is relatively quickmpared to traditional baseflow. In
this study, the manner in which artificial drainagemodeled could have a significant
impact on the study results. Primarily, it may et the tension zone from reaching
saturation, which also inhibits the production obsurface flow. This may explain why
the fully-developed SMA-based model fails to fullgpture the recession characteristics
of the watersheds. The particular influence of dasing surface storage is likely
dependent upon the rate of evapotranspirationyber investigation would be required

to clarify the impacts of modelling artificial dreage in this manner.
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CHAPTER 5.SUMMARY AND CONCLUSIONS

The application of downward model development ® #MA-based loss method in
HEC-HMS is explored in this study. As a startingnpoCN-based and SMA-based
models are developed and their performance comp&edrall, the SMA-based
models performed as well as or better than the @eth models for specific storm
events. However, the performance of the SMA-basemtleiln may vary when
compared to that of a CN-based model during coantiswsimulation of dry periods. It
is expected that the SMA-based model would perfemgmificantly better since it
continuously adjusts soil moisture conditions. fatéions among specific soil profile
processes can be related to model outputs in thA-BAded model because of its
fully developed soil profile. This is not possibléth the CN-based model, since the
soil profile is greatly simplified. The downward aysis shows that individual soil

profile processes do significantly impact streamvflo

Streamflow hydrographs from the four downwardly eleped models showed
significant differences in prediction of peak floasong the four models for storms
with high precipitation intensities. This indicatist various components of the soil
profile only begin to play a role in generating estimflow after a threshold
precipitation intensity is reached. This threshekists, because the primary method

for simulating streamflow after a storm event ia surface runoff in this study. An
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alternative study that models artificial drainageng interflow mechanisms may have
different findings. The volume of surface runoffdisectly dependent upon the rate at
which precipitation infiltrates into the soil aneh ¢he soil’s ability to retain water.
Characteristics of the soil profile, such as steradepth, percolation rate,
evapotranspiration rate, and groundwater storalgg, g role in defining infiltration

rate and water retention capabilities.

Flow duration curves from the four downwardly degsd models showed that a
complete soil profile is required to properly defithe flow persistence characteristics
of streamflow. Baseflow mechanisms allow precipiato maintain streamflow long
after the storm has ceased. The presence of baselkp increases the storage
capacity of a watershed. The flow duration curvesfiem that watersheds with
ephemeral streams are more variable, especiallthen summer when monthly

evapotranspiration is close to or exceeds montidgipitation.

Flood frequency curves of peak flow and runoff tieffom the four downwardly
developed models showed that a deep tension z@vergs a significant portion of
the precipitation from reaching the upper zoneagjerand generating subsurface
flow. As such, the dominant flow mechanism is stefeunoff for return periods up to
500 years. Also, tension zone storage does nateinfle the recession behavior of a

watershed, but the total soil profile storage does.
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In general, soil profile storage does impact stféam but it only becomes

consistently significant after a threshold pre@pdn intensity is reached. This
threshold value will vary based on the charactessdf individual watersheds, such
as size, land cover and climate. For a large alju@l watershed in central Indiana,
this value is about 6.1 cm/hour. For a small adpucal watershed, there is not a
defined threshold; soil profile storage is showinftuence streamflow at every level
of precipitation intensity. But, baseflow stopslugncing streamflow in the small
watershed when storms involve extremely high pr&ipn intensities; this is due to
a short time of concentration. The total storageacdy of the soil profile is the most
important factor in accurately determining the magie of peak streamflow.

Limiting the storage capacity of the soil profilesults in a sizable increase in
streamflow. In shallower soils, the soil profilesha greater ability to influence
streamflow, because the actual infiltration ratenigersely proportional to the soil
profile depth. When possible, hydrologic modelswticalways include solil profile

parameters, as they are known to affect streamflow.

The rate of evapotranspiration is almost as imports soil profile storage for
determining streamflow. During the summer monthgniScantly less streamflow
occurs, despite higher precipitation intensity aedrly equivalent total precipitation
in central Indiana. This is largely attributed e thigher rate of evapotranspiration in
the summer. Since evapotranspiration first occuomfthe tension zone, it cannot

retain water in the summer. This results in higtaes of infiltration and therefore
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less surface runoff. While it is important to uretand the solil profile, the effects of

evapotranspiration cannot be ignored either.

While SMA-based models perform better than CN-basedels, they are not always
the best choice for hydrologic modeling. SMA-baseadels require a lot more time
and data to develop than CN-based models. The ibé&mah these additional efforts
is not always warranted by the project, especriltige the CN-based model performs
equally well at times. The CN-based model certagagtures the recession behavior
of the stream network better than the SMA-basedeatsodf the project requires great
accuracy in this aspect, CN-based modeling is uatignthe better choice. For the
large watershed, the CN-based, event model pertbaimaost as well as the SMA-
based, continuous model. This is largely attributedhe fact that large watersheds
are slower to respond to precipitation events amdtlzerefore less flashy. As such,
the initial conditions set for the watershed do infiience the model results as much,
because the model has some time to equilibrated#he streamflow peaks. Large
watersheds with long memory may be sufficiently mled using CN-based models
for peak flow prediction. However, SMA-based modslsould be used if the
objective is to accurately predict streamflow Iafter the storm occurs, because the
fully-developed soil profile allows the model tocacately simulate the memory of
the watershed. With smaller, flashier watersheti® initial conditions greatly
influence peak streamflow. By using a respectabpla-sp period, the SMA-based
model essentially determines the watershed's limitiaditions itself. As such, SMA-

based models can be a useful tool when modelisgylasmall watersheds.
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Based on the results of this study, the followiagommendations are made regarding
the implementation of a fully developed soil prefil

1. The SMA-based model development methodology discuss this
study is effective, but special attention shouldpa& to soil profile
parameters in regions with artificial drainage.

2. Regions experiencing frequent high-intensity preaipn events
should always opt to create hydrologic models wittully developed
soil profile, as it significantly influences strelow under these
conditions. The watershed used in this study hagregipitation
intensity threshold of 6.1 cm/hour, but more stadieed to be done to
see if this threshold can be generalized for lavgtersheds.

3. Generally, small, flashy watersheds should be neatelith an SMA-
based method, since the antecedent moisture comdjteatly affects

streamflow generation

Further work should be performed to explore thatrehships between the soil
profile and streamflow in watersheds of various positions and sizes. While
hydrologists have developed a reasonably accuraserigtion of soil profile
processes, downward model development can helpwephis understanding at the
watershed scale or even greater. Given the pertetienatic shifts, it is also
important to begin considering how changes to tbé profile may impact

streamflow in future precipitation events. In addit deeper studies should be
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undertaken concerning the impact of artificial demje on the hydrology of a
watershed. This could help identify the most adeuraethod for incorporating the
influence of artificial drainage into hydrologic eh&ls, as it is a major component of

many agricultural watersheds.



LIST OF REFERENCES



79

LIST OF REFERENCES

Abushandi, E. and Merkel, B. (2013). “Modellingngall runoff relations using HEC-
HMS and IHACRES for a single rain event in and agdion of Jordan.Water
Resour. Manage27, 2391-2409.

Beighley, R.E., Dunne, T. and Melack, J.M. (200®nderstanding and modeling basin
hydrology: Interpreting the hydrogeological signmatti Hydrol. Processedl9,
1333-1353.

Bennett, T. (1998). "Development and Application afContinuous Soil Moisture
Accounting Algorithm for the Hydrologic Engineerin@enter Hydrologic
Modeling System (HEC-HMS)." MS thesis, Dept. of iCiand Environmental

Engineering, University of California, Davis, Dayv(GA.

Berthet, L., Andréassian, V., Perrin, C., and Jayd?. (2009). “How crucial is it to
account for the antecedent moisture conditiondoodf forecasting? Comparison
of event-based and continuous approaches on 1t8nsants.”Hydrol. Earth
Syst. Scj.13, 819-831.

Beven K.J., Lamb, R., Quinn, P.F., Romanowicz,aRd Freer, J. (1995). TOPMODEL.
in Computer Models of Watershed Hydrolo@mghVP (ed.). Water Resources
Publications:627-668

Brocca, L., Melone, F., Moramarco, T. (2008). “@e estimation of antecedent wetness

conditions in rainfall-runoff modelling.”"Hydrol. Processes 22, 629-642.



80

Bonnin, G.M. et al. (2006 Precipitation Frequency Atlas of the United Statd®AA,
2(3). <http://www.nws.noaa.gov/oh/hdsc/PF_docunmétitss14  Volume2.pdf>.
(Nov. 24, 2014).

Chow, V.T.Handbook of Applied Hydrologew York: McGraw-Hill, 1964.

Danish Hydraulic Institute (DHI). (2007MIKE SHE User Manual: Volume. IDHI

Water & Environment.

Dunne, T., Zhang, W, and Aubry, B.F. (1991). “Efteof rainfall intensity, vegetation,
and microtopography on infiltration and runoff¥ater Resources Re27, 2271-
2285. Ewen, J. and Birkinshaw, S.J. (2007). "Lumpsdteretic model for
subsurface stormflow developed using downward aagrd Hydrol. Process
21, 1496-1505.

Farmer, D., Sivapalan, M., and Jothityangkoon, @@&. "Climate, soil, and vegetation
controls upon the variability of water balance iemperate and semiarid
landscapes: Downward approach to water balancgsasdlWater Resour. Res.
AGU, 39(2), doi:10.1029/2001WR000328.

Fleming, M. (2002). "Continuous hydrologic modeliwigh HMS: parameter estimation
and model calibration and validation." MS thesisepD of Civil and

Environmental Engineering, Tennessee Technologloal., Cookeville, Tenn.

Gan, T.Y., Dlamini, E.M., and Biftu, G.F. (1997)Effects of model complexity and
structure, data quality, and objective functions loydrologic modeling.”J.
Hydrol., 192, 81-103.



81

Gesch, D.B., Oimoen, M.J., and Evans, G.A., (2014¢curacy assessment of the U.S.
Geological Survey National Elevation Dataset, aochjgarison with other large-
area elevation datasets—SRTM and ASTBRS3. Geological Survey Open-File
Report 2014-10Q48L0 p.

Gray, H.H. (2000). “Physiographic divisions of lada.” Indiana Geological Survey
Special Report 6115 p.

Gunderson, D. (Narrator). (2013, May 1). Why was Hargo flood forecast off by so
much? [Radio broadcast episode]. In A. Silvermagh @n Smith (Producerspli
Things ConsideredNVashington, DC: National Public Radio.

Gupta, R.S.Hydrology and Hydraulic Structured.ong Grove, IL: Waveland Press,
2008.

Helsel, D.R. and R. M. Hirsch. (2002). “Statistidslethods in Water Resources.”
Techniques of Water Resources InvestigatioBeok 4, Chapter A3. U.S.
Geological Survey. 522 pages.

Huang, M., Gallichand, J., Dong, C., Wang, Z., SiM0o(2007). “Use of soil moisture
data and curve number method for estimating ruinafie Loess Plateau of
China.”Hydrol. Processe®1 (11), 1471-1481.

Hydrologic Engineering Center (HEC). (2006lydrologic modeling system HEC-HMS:
Technical reference manyalU.S. Army Corps of Engineers, Hydrologic
Engineering Center, Davis, Calif.

Jury, W.A. and Horton, RSoil PhysicsHoboken, NJ: Wiley, 2004.

Kirkby, M.J. Hillslope Hydrology.Great Britain: Wiley, 1978.



82

Klemes, V. (1983). "Conceptualization and scalbydrology."J. Hydrol, 65, 1-23.

Kusumastuti, D.l. et al. (2006). "Threshold effertscatchment storm response and the
occurrence and magnitude of flood events: implceti for flood frequency.”
Hydrol. Earth Syst. Sci. Discus3. 3239-3277.

Kutner, M.H., Nachtscheim, C.J., Neter, J., andlli,(2005).Applied Linear Statistical

Models.Boston: McGraw-Hill.

Lan-Anh, N.T., and Willems, P. (2011). "Adoptingetdownward approach in
hydrological model development: the Bradford catehtrcase studyMydrol.
Process. 25, 1681-1693.

Linsley, R., Kohler, M., and Paulhus, J. (1988ydrology for EngineersNew York:
McGraw-Hill.

Rahman, M.M, Lin, Z., Jia, X., Steele, D.D., andSb#er, T.M. (2014). “Impact of
subsurface drainage on streamflows in the Red Rwethe North basin.’J.
Hydrol., 511, 474-483.

Sivapalan, M., Bloschl, G., Zhang, L., and Verte$3y(2003). "Downward approach to
hydrological prediction.Hydrol. Process.17, 2101-2111.

Skaggs, R.W., Breve, M.A., and Gilliam, J.W. (199%lydrologic and water quality
impacts of agricultural drainageCtit. Rev. Env. Sci. TechnpP4(1), 1-32.

Soil Survey Staff, Natural Resources Conservatiervie, United States Department of
Agriculture. Web Soil Survey. <http://websoilsurvanes.usda.gow. (Mar. 17,
2014).



83

Steenhuis, T.S. and Muck, R.E. (1988). "Preferredvement of nonadsorbed chemicals
on wet, shallow, sloping soilsJ! Environ.Qual., 17, 376-384.

Tramblay, Y., Bouvier, C., Martin, C., Didon-Lescod.-F., Todorovik, D., and
Domergue, J.-M. (2010). “Assessment of initial swoibisture conditions for
event-based rainfall-runoff modellingd! Hydrol, 387, 176-187.

United States Army Corps of Engineers (USACE). @0IXWabash River Watershed:
Section 729 Initial Watershed Assessment."
<http://www.Irl.usace.army.mil/Portals/64/docs/C\Wfects/WabashStudy.pdf>.
(Dec. 31, 2014).

Veihmeyer F.J., and Hendrickson A. (1931). "The shwoe equivalent as a measure of
the field capacity of soils.Soil Sci, 32, 181-193.

Zaslavsky, D. and Rogowski, A.S. (1969). "Hydrotognd morphologic implications of
anisotropy and infiltration in soil profile develment.” Soil Sci. Soc. Prog¢ 33,
594-599.

Zucker L.A., and Brown L.C. (1998). "Agriculturatainage: water quality impacts and
subsurface drainage studies in the MidweS€iliio State University Extension
Bulletin 871 The Ohio State University.



APPENDIX



84

APPENDIX
0.3 0
s Precipitation -
025 b——ft—————— Observed
CN-based 2 T
__ 02 ; E
g | C =
S .2
S 015 4%
) =
- 5 -—
“ o1 8
| ¢ &
005 |/ ==
- 7
0 8
0 100 200 300 400 500 600
Time (hours)
(a)
0.4 0
s Precipitation 1o
0.35 CN-based
o3 [ = e Observed nE 4 .
£
)
z 0.25 .E
-8
2 02 2
2 10 £
T 0.15 g
’ - 12 g
a
0.1 . .. | 14
0.05 s
0 Lo 18
0 50 100 150 200 250

Time (hours)

(b)
Figure A.1: Plum Creek CN-based summer calibrasionms(a) July 2009 (b) August
2009,(c) November 2011



0.5 0

0.45 B Precipitation 1 4
04 b— M L LN e Observed
0.35 CN-based | 2 T
7 03 3 %
O —
_g 0622 4 %
N 55
015 : -6 &
0.1 : ]
0.05 L e SRS 7
0 .............. ” 8
0 50 100 150 200 250 300
(c) Time (hours)

Figure A.1 (cont.): Plum Creek CN-based summebcaiion stormga) July 2009(b)
August 2009(c) November 2011



86

; 0
. Precipitation 1
s - CN-based T 2
......... Observed 3 'E
w | 4 H
) S g
> S
2 ° 3
(S .5
5 (]
- 7 E
1 - 8
................ 0
0 ............................. 10
0 50 100 150 200 250
(a) Time (hours)
0.6 °
. Precipitation
05 - CN-based | 2
......... Observed 4 E
__o04 £
2 ° 8
z o
— 03 g
2 S
k) B
3 2
0.2 :
...... - 10 &
0.1 2
o 14
0 50 100 150
(b) Time (hours)
0.9 °
os I Precipitation
X Event -1
07 —HH AT s Observed —_
__06 ? E
_ =
Bos |\ &
SO v 4w 35
2 04 <
04— s
E 2
0.3 i
........ &
0.2
5
0.1 N
. 6
0 50 100 150
(C) Time (hours)
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Figure A.3: Plum Creek SMA-based summer calibra@rsummer 2009b) summer
2010,(c) summer 2011
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Figure A.5: Wabash/Tippecanoe CN-based summerratibin stormga) July 2009(b)
August 2011(c) November 2011
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Figure A.7: Wabash/Tippecanoe SMA-based summebrediion(a) summer 2009(b)
summer 2010(c) summer 2011
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Figure A.8: Wabash/Tippecanoe SMA-based wintebcatlion(a) winter 2009,(b)

winter 2010,c) winter 2011

93

Precipitation (mm)



94

1800 0
[ ] | RN IR R
1600 [ Precipitation 5
— SMA-based
T 1
E 1200 E
é 1000 (s
: i
£ a0 208
3 s
600 X -
. : - 25
400 ﬁ {\ -
200 jl\VL\I\\J \\ f] \ [
i eesearanss s X
0 35
\0% \Q% \'\9
(b) U
2500 0
N L ITRER
L 5
2000 |- mmmmm Precipitation
—— SMA-based - 10
] e Observed E
E 1500 E
_;_ - 15 =
3 .2
H =]
§ 1000 - :g.
b £
- 25
500
- 30
0 RNV s R 35
N N> ~ > >
'\Z"\\’\ r\,\"'o\ o;\”\’\ v\°’°\ b\\’oj\
(C) Date (mm/dd/yy)
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