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Abstract

This paper presents a method to segment the motion
of a character’s fingers in an efficient way, so that each
segmented motion will retain its required meaning. To
determine the meaning of a gesture, the motion sequences
are analyzed, and the correlation between the finger and
the wrist motion is determined. This correlation is quite
important, especially in cases that require automatic
synthesis of finger animation. The proposed meaningful
phases of the finger gestures are evaluated against a
standard segmentation method. This involves, firstly, com-
puting the cost of transition between two motion segments
and, secondly, using a previously proposed distance metric
for automatic finger motion retrieval. As the results show,
incorrect calculations, as well as the transition cost, are
reduced by the proposed motion segmentation technique.

keywords: finger motion, motion segmentation, mo-
tion analysis

1 Introduction

The need for realistic animated characters requires de-

tailed motions, where not only the main body, but also the

face and the fingers, should be able to animate naturally. In

general, the motion of the character’s fingers is responsible

for enhancing the realism of the synthesized motion and

enhancing the required meaning of the character’s posture,

as various perceptual studies [1][2][3] have shown in the

past.

In this paper, we address two basic factors that a mo-

tion segment should be able to provide. Firstly, the seg-

mented motion sequences should be easily recognizable.

This means that the system should be able to recognize

a motion segment, thereby reducing incorrect estimation.

Secondly, it should be possible to synthesize the motion

segments efficiently. In this case, there should be a smooth

transition process for each pair of motion segments such

as gained by eliminating undesired jerky effects, during

the motion synthesis process. In this case, it should be

noted that a gesture of a character and, consequently, of

humans consists of five phases. They are: the preparation,

where the arm moves away from its resting position; the

pre-stoke hold; the stroke; the post-stoke hold; and the re-

traction, where the arm moves back into its resting position

as Kendon [1] and McNeil [4] mentioned. Therefore, it is

necessary that there be an ability to explore the meaning-

ful part of the finger’s gesture, and its association with the

character’s wrist, such as by providing a flexible way not

only to segment the motion data, but also to recognize and

synthesize it.

Based on these assumptions, a segmentation process

is presented that can efficiently split the motion data into

meaningful phases - the gesture phase and the non-gesture

phases. To satisfy these requirements, the following steps

were performed. Firstly, by using a collection of finger

gestures that were provided by [5], all motion sequences

that belong to a gesture type were synchronized by using

a dynamic time warping function. Then, we computed the

angular velocity of the character’s fingers, which indicates

when the fingers of the character start to move. Then, the

mean average of the angular velocity of the fingers at each

time step of each motion sequence of that gesture type is

calculated, in order to retrieve a generalized representation

of the gesture. The same procedure is repeated for the mo-

tion of the wrist. The results of the calculations are plotted

on separate graphs for each gesture type. Then, by examin-

ing those graphs, one can easily determine the time periods

into which a motion sequence should be segmented.

The rest of the paper is organized in the following man-

ner. In Section 2, work that is related both to motion seg-

mentation and to finger motion synthesis techniques is pre-

sented. In Section 3, the methodology of the proposed so-

lution is explained. In Section 4 the results obtained from

the evaluation processes of the proposed segmentation pro-

cess are provided and discussed. Finally, conclusions are

drawn in Section 5.
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2 Related Work

During the past various segmentation methodologies

have been proposed, especially for the locomotion of the

characters, although less attention has been given to seg-

mentation techniques to split the motion data of the fingers.

The most common way to segment hand motion, which

was used by Jörg et al. [6] in their finger motion synthesis,

as well as by Levine et al. [7], is the methodology proposed

by Fod et al. [8]. More specifically, the motion segmenta-

tion process evolves while the velocity of the wrist joints

crosses a threshold that is close to zero. This results in

two phases - the motion phase that contains sequences with

high speed, and the hold phase that contains low speed mo-

tions. In a second step, the motions are segmented again,

with each new motion being at least 0.33 seconds in length,

but no more than 2.0 seconds.

Finger animation techniques could be quite beneficial to

the animation community. The techniques that are known

as hand over animation [9][10]or hand-over motion recon-

structoin[14], which are based on statistical analysis and

synthesis of motion data [15], are processes in which the

finger motion captured data is added over the character’s

hand motion on pre-existing, full-body motion captured

data. Recently, various data-driven methodologies have

been proposed for the automatic assembly of finger motion

to a virtual character. More specifically, among the first

methodologies proposed was that by Jin and Hahn [11]. In

this approach, the pose space distance from the character’s

motion capture data is analyzed and a stepwise searching

algorithm is used to find the key poses of the synthesized

hand motion. Jörg et al. [6] proposed one of the most

interesting solutions for finger motion synthesis for ges-

turing characters. That approach is based on the ability to

synthesize a character’s finger motions by assigning weight

variables to the wrist’s position and orientation, which are

used as input control parameters of the motion synthesis

process. Finally, another solution for synthesizing a char-

acter’s finger motion was proposed by Majkowska et al.

[12]. In the latter’s methodology, finger motion and body

motion are captured separately in a pre-processing stage.

3 Methodology

In the following subsections a way to analyze the mo-

tion data in two stages is presented. Firstly, we adopt a time

warping methodology, as was proposed by Kovar and Gle-

icher [13] to synchronize the motion sequences that belong

to each gesture type separately. Next, the motion of the

fingers is analysed and then the motion of the character’s

wrist. Having analyzed the motion data, a simple correla-

tion between the pieces of information is found, which will

result in a segmentation technique that is able to restrict

the cutting of the motion into meaningful phases. It should

be noted that 64 gestures (8 gesture types x 8 repetitions),

such as those provided by [5], were used for the motion

analysis process. Each gesture type is treated separately

based on the motion sequences that belong to it. Finally,

the ability to automatically segment the motion data based

on the examined parameter is presented.

3.1 Motion Analysis

Having synchronized the motion sequences to estimate

the time period in which a gesture begins to appear, it is

necessary to compute the necessary features of motion that

can provide this ability. In this case, the calculation of the

kinetic energy that the finger motions produce is a possible

solution. However, by assuming that the mass of the char-

acter’s hand is a constant variable, we conclude by comput-

ing the angular velocity of each of the degrees of freedom

of the character’s fingers, according to:

V (t) =
1

N ×D

N∑

n=1

D∑

d=1

vn,d(t) (1)

where vn,d is the angular velocity of the d − th degree of

freedom of the character’s hand skeletal model for d =
1, ..., D, where in our case D = 25. Moreover, n denotes

the n−th motion sequence that is used for the gesture type

analysis process, where in our case n = 8. t = 1, ..., T de-

notes the total number of frames of each motion sequence.

Finally, V (t) is the angular velocity calculated for each

frame for each degree of freedom of each motion that be-

longs to a gesture type of the character’s hand. Therefore,

for each of the motion sequences of a gesture type, the

generalized representation of the gesture’s motion is de-

termined.

In the same manner as used previously to analyze the

motion of the character’s wrist, the velocity of each mo-

tion of a specified gesture is calculated. Then, for every

motion of the character that belongs to a specified gesture,

the mean value of the velocity at each time step for re-

trieving the generalized representation of the motion data

is calculated. The resulting graph that illustrates the repre-

sentation of the angular velocity parameter for the motion

of the character’s fingers and the velocity of the character’s

wrist appears in Figure 1.

3.2 Motion Segmentation

The process of correlation of the motion of the finger

and the motion of the wrist is important. Although the abil-

ity to automatically synthesize the most valid motion of the

character’s finger into a new motion sequence that does not
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Figure 1: The generalized representation of the angular velocity parameter of the character’s fingers and wrist for each of

the different gesture types that was examined.

contain the motion of the fingers is required, a method to

segment the input motion into the required phases should

be investigated. In addition, since the input motion is seg-

mented according to the wrist’s parameters, this correlation

is necessary for the system to efficiently synthesize the new

motion, while keeping the necessary temporal parameters.

Therefore, undesired effects such as incorrect synchroniza-

tion should be eliminated.

In this case, in examining the graphs illustrated in Fig-

ure 1, one can assume that the most valid way to segment

the motion of the character’s fingers is while the charac-

ter’s wrist crosses its maximum velocity. This is because

the character’s fingers begin to react in order to perform a

gesture during the period in which the wrist is located be-

tween the pre-stroke hold and the stroke phase of a gesture.

This in-between phase (phase 2, see Figure 2) can be char-
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acterized by where the meaning of the gesture appears in

the first frame of the phase, and disappears in the last frame

of the phase. Therefore, the required meaningful phase of a

motion segment is segmented efficiently by using the pro-

posed segmentation method that relies on the analysis of

the motion capture data.

Figure 2: An example of a graph that plots the velocity of

the character’s wrist. The phases are split according to the

proposed method. Phases 1 and 3 are the preparation and

the retraction respectively, whereas phase 2 is the mean-

ingful part of the gesture.

In this case, it should be noted that to automatically seg-

ment the motion data into the desired phases, as inspired by

For et al. [8] we create segment boundaries when a shift

from fast motion to slow motion is detected. Therefore, for

each frame of motion data, we compute z = ‖vwrist‖2,

where vwrist denotes the square of the velocity of the char-

acter’s wrist. Therefore, based on the proposed segmen-

tation method, we conclude by computing various finger

gestures (see Figure 3) more efficiently as the evaluations

that are presented in the following section.

Figure 3: Given an input motion sequence (upper row),

the system estimates the most valid gesture of the fingers

(lower row), while using the proposed segmentation tech-

nique.

4 Evaluations and Results

In this section, the results obtained from the evaluation

process are presented. More specifically, to show the ef-

ficiency of segmenting the motion data in the proposed

phases, two different evaluation studies were conducted.

Firstly, by using the motion estimation process that was

proposed by Jörg et al. [6], we evaluated the accuracy

of the system by correctly estimating the most appropri-

ate gestures. Secondly, since it should be possible to ef-

ficiently synthesize each segmented motion, the transition

cost for every pair of motions that corresponded to those

resulting from the segmentation process was evaluated. Fi-

nally, it should be mentioned that, after the proposed seg-

mentation process, by using the 64 gestures (8 repetitions x

8 gesture types) provided by [5], we end with a total of 192

segments. More specifically, 64 motion segments contain

the meaningful phase of a gesture, while the remaining 128

segments contain non-gesture phases.

4.1 Evaluating Motion Retrieval

In this case, the results obtained by evaluating the accu-

racy of the segmentation method are presented. As men-

tioned, a motion segment must be easily recognizable by

the system. Therefore, while the system searches for the

most appropriate motion segments, it should be able to

minimize any incorrect estimation.

Based on this assumption, we evaluated the proposed

segmentation method by assigning the finger motion re-

trieval to the implementation as proposed by Jörg et al. [6].

The evaluation conducted by using the leave-one-out cross

validation process. More specifically, each of the gestures

contained in those datasets was left out and the estimation

rate of the gesture type was computed. The results obtained

from the evaluation process are illustrated in a confusion

matrix in Figure 4. In comparing the estimation rate of the

proposed methodology, which leads an average of 84%,

with the estimation rate of Jörg et al. [6], which lead an av-

erage of 80%, the followings should be mentioned. When

splitting the motion data into longer segments, the meaning

of the gesture is retained. Moreover, the parameters of the

distance metric that are compared, which in this case are

the wrist position and orientation, result in a discrete sep-

aration of the different motions. Therefore, the proposed

segmentation method is not only responsible for keeping

the required meaning of a single segment, but also for re-

ducing the wrong computation rate. Nevertheless based

on the results obtained from the cross validation process,

there are issues related to the motion estimation of sim-

ilar motions. An example is the attention and the small

gesture, which appeared in both of those quite similar ges-

ture phases. Therefore, based on those results, we con-
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clude that, even if a better segmentation method enhances

the motion estimation process, it is necessary to take into

account that the ability to investigate additional parame-

ters of a distance metric is necessary, in order to minimize

incorrect estimations.

Figure 4: The class confusion matrix resulting from the

leave one out cross validation process. The numbers rep-

resent the percentages that a gesture found in the closest

segments.

4.2 Evaluating the Transition Cost

The second feature that a segmentation process should

possess is the ability to be synthesized efficiently. This

means that each pair of corresponding motions should be

able to transit smoothly during the motion synthesis pro-

cess. Thus, a segmentation process should be able to pro-

vide the ability to split the motion data into parts that min-

imize the transition cost.

For that reason, the transition cost of every pair of seg-

mented data based on the proposed methodology, as well

as on the methodology used, in [6] was computed. This is

the transition cost of each pair of motion sequences, such

as from every segment that belongs to phase 1 with any

segment that belongs to phase 2, and from every segment

that belongs to phase 2 with any segment that belongs to

phase 3. Additionally, since each of the meaningful phases

(phase 2) will appear after any other segment that belongs

to the same phase, an additional calculation is made to

compute the transition cost. Thus, we computed the transi-

tion cost between the last frame, tlast, of an origin segment

A and the first frame, t1, of a target segment B by the fol-

lowing equation:

cT =
1

D

D∑

d=1

(Ad(tlast)−Bd(t1))
2 (2)

where d = 1, ..., D is the total number of degrees of free-

dom of the character’s hand skeleton. Having computed

the transition cost function for each pair of phases, the

mean average of each pair of phases is then calculated. The

results of this evaluation process are summarized in Figure

5. The following should be noted when examining these

results. Firstly, the proposed segmentation method min-

imizes the transition cost between two motion segments

comparing to [6], where on average the transition cost has

been reduced by 25% while the transition process evolves

both from phase 1 to phase 2 and from phase 1 to phase 3.

Moreover, the interesting results arise when evaluating the

gesture-to-gesture transition, such as while a motion seg-

ment from phase 2 is required to transit to a motion seg-

ment that belongs to phase 2. In this case, the proposed

segmentation methodology achieves a much better transi-

tion since the transition cost function is minimized by av-

erage 33% of [6]. Therefore, we assume that the proposed

method not only ensures a higher estimation rate, but also

a smoother transition that will make the motion synthesis

process more natural looking.

Figure 5: The results obtained from the transition cost

evaluation between the proposed segmentation method,

and that used in [6].

5 Conclusion

The automatic synthesis of finger motion requires an

efficient methodology for segmentation of the motion of

the fingers. This methodology should be able to provide

the ability to retain the required meaning of the segmented
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motion, as well as being easily recognized and efficiently

synthesized.

Based on those assumptions, a motion segmentation

method that retains both of the aforementioned factors has

been presented in this paper. To achieve an accurate seg-

mentation method that will count parameters not only by

the character’s fingers, but also by the character’s wrist, an

analysis of existing finger motions conducted. This analy-

sis is responsible for showing the possible similarities be-

tween the motion of the fingers and the motion of its wrist

and, therefore, associating those motions. In conclusion,

an efficient segmentation method is based on the ability

to segment finger gestures while the motion of the wrist

crosses its maximum velocity, instead of the minimum ve-

locity that has been proposed in previous solutions.

Based on the evaluations that conducted, the efficiency

of the proposed methodology can be summarized as fol-

lows. Firstly, by splitting the motion data with the pro-

posed methodology, the required meaning is kept within

the gesture phase of the motion. Moreover, as the results

have shown, incorrect estimations are decreased while us-

ing the motion synthesis process as proposed by Jörg et

al. [6]. Therefore, we can assume that a different segmen-

tation method can work as an optimization of that solu-

tion. Finally, an additional evaluation that conducted has

shown that the proposed segmentation method improves

the synthesis process, especially the motion transition pro-

cess, since on average it minimizes the transition cost be-

tween every two motion segments. Therefore, it is possible

to synthesize a more natural transition while the underside

jerkiness effect is either minimized or removed entirely.
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