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Tasks, Task Sets, and the
Mapping Between Them

DARRYL W. SCHNEIDER AND GORDON D. LOGAN ®

INTRODUCTION

"The copious research on task switching over the past several years has been fueled
by the belief that understanding how people switch tasks will shed light on the
broader question of how the mind exercises control over cognition. However,
the hodgepodge of empirical phenomena {for reviews, see Kiesel et al., 2010;
Vandierendonck, Liefooghe, & Verbruggen, 2010) and the lack of theoretical inte-
gration in the task switching domain lead one to wonder how much light has
actually passed through the semiopaque window of task switching. We contend
that the opacity is a consequence of fundamental inadequacies in how researchers
think about and discuss task switching. Tasks and task sets (the means by which
tasks are performed) are often poorly defined, and the mapping between them is
usually given superficial analysis. As a result, it is difficult to link theory to data
and to determine when and how the cognitive control purportedly reflected by
task switching is being exercised. Our goal in this chapter is to draw attention to
these issues in an effort to stimulate critical thinking about key concepts in task
switching research and facilitate progress toward achieving a better understand-
ing of cognitive control.

WHAT IS A TASK?

“We acknowledge that it is difficult to define with precision, even in the
restricted context of discrete reaction tasks, what constitutes a ‘task’”
—ROGERS AND MONSELL (1995, p. 208)

The difficulty of defining a task was recognized early by Rogers and Monsell
(1995), but since then it has largely been ignored. We think part of the reason
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28 TASK SWITCHING AND COGNITIVE CONTROL

the issue has been neglected is that researchers are free to call anything a “task”
and, by extension, refer to even the smallest of transitions as “task switching” For
example, consider an experiment in which subjects learn a simple pair of stimu-
lus-response mappings (e.g., press key I for stimulus A and key 2 for stimulus B)
then perform trials on which they see either an A or a B displayed in either green
or red font. When the stimulus is green, they have to respond according to the
learned mapping, but when the stimulus is red, they have to respond according to
the reversed mapping (e.g., press key 2 for stimulus A and key I for stimulus B).
Does this experiment involve one task (with a set of four stimulus-response map-
pings) or two tasks (defined by color)? When the stimulus changes color across
trials, does that constitute a task switch? If so, then is there any evidence of a
switch cost—a longer response time or higher error rate for color switches com-
pared with color repetitions?

Some insight regarding the answers to these questions has been provided in
studies by Dreisbach and colleagues (Dreisbach, Goschke, & Haider, 2006, 2007;
Dreisbach & Haider, 2008). They conducted experiments in which word stimuli
appeared in different-colored fonts across trials, with each color cuing a specific
task (e.g., green cued an animal-nonanimal judgment on the referent of the word
and red cued a consonant-vowel judgment on the first letter of the word). The key
manipulation was that one group of subjects (the “two-task” group) was informed
of the two tasks represented by the color-task mappings, whereas another group
of subjects (the “stimulus-response” group) was merely instructed to memo-
rize all the stimulus-response mappings. The main result was a switch cost in
performance (associated with color change) for the two-task group but not for
the stimulus-response group. Interestingly, when the stimulus-response group
was later informed of the color-task mappings, they began to show a switch cost
(Dreisbach et al., 2007). Thus, despite subjects experiencing identical trial condi-
tions, their behavior was influenced by whether they were instructed about the
existence of different tasks.

Another example of how instructions can influence behavior in task switching
situations was provided by Logan and Schneider (2006a). In a previous study of
ours (Schneider & Logan, 2005), subjects switched between a parity task (judging
whether a digit stimulus was odd or even) and a magnitude task (judging whether
a digit stimulus was lower or higher than 5) that were cued by their stimulus cat-
egories (i.e., odd and even were separate cues for the parity task and Low and High
were separate cues for the magnitude task). We observed a cue-target congruency
effect such that performance was better when the cue and the target digit were
associated with the same category (congruent; e.g., odd and 3) than when they
were associated with different categories (incongruent; e.g., even and 3). To inves-
tigate the role of instructions in producing this effect, Experiment 2 of our 2006a
study involved subjects performing parity and magnitude tasks that were cued
by the second or the third letters of the stimulus categories (i.e., D for odd, V for

even, W for low, and G for high). We reasoned that this nontransparent mapping
between cues and stimulus categories would produce a negligible congruency
effect, which is what we observed in the first half of the experiment. However,
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after subjects were informed of the relationship between the letter cues and the
stimulus categories midway through the experiment, there was a substantial con-
gruency effect in the second half. We argued that the new information about the
cues altered how they were interpreted, leading subjects to use categorical media-
tors to guide their behavior.

The findings of Dreisbach and colleagues and of Logan and Schneider (20062)
draw attention to the importance of instructions in task switching situations. As
we noted near the end of our 2006a article, the ability to give and to receive instruc-
tions is a powerful tool in the human cognitive repertoire, such that “five minutes
of verbal instructions can put a human in a state of preparation to perform a task
that would take 5 months of training to establish in a monkey” (p. 362). Whether
something is considered a task depends on the nature of those verbal instructions,
consistent with Logan and Gordon’s (2001) definition of a task as a propositional
representation of instructions for performance. Indeed, the instructions given to
subjects in an experiment must define the task(s) at a level that permits compre-
hension of what has to be accomplished.

In Table 2.1, we offer a definition of a task as a representation of the instructions
required to achieve accurate performance of an activity. We also provide a cor-
responding interpretation in the context of Marr’s (1982) theoretical framework
for understanding complex information-processing systems. Marr proposed that
an information-processing activity can be understood at three levels. The compu-
tational level addresses the problem to be solved by an information-processing
system. The algorithmic level addresses the representation of information and the
algorithms used to transform that representation (e.g., by translating input into
output) to solve the problem. The implementational level addresses the physi-
cal instantiation of representations and algorithms in information-processing
systems such as the brain. We propose that tasks are associated with the com-
putational level in that they are similar to problems that have to be solved. To fore-
shadow, we associate task sets with the algorithmic level and the neural substrates
of task sets with the implementational level (see Table 2.1).

Table 2.1 DEFINITIONS OF TASK AND TASK SET

Concept  Definition Level(s) of Marr’s (1982) framework
Task Representation of the instructions ~Computational: The problem
required to achieve accurate to be solved by an
performance of an activity.
Task set Set of representations and
processes capable of

information-processing system.
Algorithmic and implementational:
Representation of information and

performing a task, including the algorithms used to transform
the parameterization of those that representation to solve the
processes and the identification  problem, including their physical
of their neural substrates. instantiation.
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Tasks can also be associated with different time scales of human action. Newell
(1990; see also Anderson, 2002) considered a “task” to be an activity that is per-
formed in a span ranging from a few minutes up to several hours, which cor-
responds to one of his bands of cognition—the Rational Band. The tasks that are
typically studied in task switching experiments correspond more closely with
his Cognitive Band, where he differentiated between “unit tasks” that take about
10 seconds, “simple operations” that last 1 second, and “deliberate acts” on the
order of 100 ms. For example, the parity and magnitude judgments studied by
Schneider and Logan (2005) each took about 1 second and would be considered
simple operations under Newell's categorization.

Even at the time scale of 1 second, there is some latitude regarding how one
defines a task. The flexibility and richness of language allow one to express
instructions at many different levels of abstraction, similar to how one can
categorize objects (Brown, 1958; Rosch, 1978; Rosch, Mervis, Gray, Johnson,
& Boyes-Braem, 1976), classify events (Morris & Murphy, 1990; Rifkin, 1985;
Zacks & Tversky, 2001), and identify actions (Vallacher & Wegner, 1985,
1987) at a variety of levels. Figure 2.1 shows different levels at which one can
define the tasks used in the studies by Schneider and Logan (2005, 2007a).
As mentioned earlier, the 2005 study involved judging whether a digit stimu-
lus was odd or even on some trials or lower or higher than 5 on other trials.
These judgments can be considered different tasks—parity and magnitude
judgments, respectively—if tasks are defined at the level of stimulus catego-
ries (odd and even versus low and high). However, both judgments can also
be regarded as versions of the same higher-level task (semantic classifica-
tion of numbers), although instructions framed at that level would likely be
inadequate for accurate task performance. The 2007a study involved judging
whether a digit stimulus was lower or higher than 2 on some trials or lower or
higher than 7 on other trials. Both judgments can be considered the same mag-
nitude task at the level of stimulus categories (low and high). However, they
can also be regarded as different lower-level tasks—relative judgments involv-
ing either 2 or 7 as reference points (see also Schneider & Verbruggen, 2008).
From extreme perspectives, the tasks in both studies could also be given the
high-level task label of doing a psychology experiment or the low-level task
label of making keypress responses to stimuli (see Figure 2.1), with the latter
corresponding to the level of task definition used for the stimulus-response
group in the studies by Dreisbach and colleagues. Thus, tasks can be defined
at multiple levels, with the level of abstraction varying with one’s perspective.
A similar point was made by Morris and Murphy (1990) in the context of
event classification:

Events often do not have ready-made names for them, as objects do. When
someone asks you what you are doing, there is often no single name that
is the conventional label for that activity. One might easily respond with a
number of names that focus on different aspects of the activity, at different
levels of abstraction and including more or fewer actions (p. 417).
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Figure 2.1 Examples of different levels at which tasks can be defined in a typical task
switching experiment.

Although there is flexibility when it comes to labeling something as a task,
such flexibility does not necessarily portend uncertainty in task definition. In
principle, a task can be defined at different levels of abstraction (see Figure 2.1),
but in practice, there may be a single level that is prepotent in the minds of
most subjects (and researchers). The level at which a task is defined for practical
purposes is likely constrained by a number of considerations, three of which we
discuss here.

First, there may be a consensus as to what represents a task in an experimen-
tal situation. In many studies, relatively good agreement in level of classifica-
tion has been found among subjects who were instructed to name event-based
stories (Morris & Murphy, 1990), identify scenes comprising scripts (Bower,
Black, & Turner, 1979), list daily events (Rosch, 1978), or identify breakpoints in
filmed event sequences (Newtson & Engquist, 1976; see also Baird & Baldwin,
2001). Tasks may be defined the same way by most subjects in an experiment.
Furthermore, there seems to be an implicit consensus among researchers regard-
ing the identities of tasks in many task switching experiments. For example, to
our knowledge, nobody has argued that magnitude and parity judgments are
the same task. Later in this chapter we argue that both tasks can be performed
with the same task set, but that is a different proposition that can be appreciated
only if one makes a clear distinction between tasks and task sets.

Second, there may be a basic level at which tasks are defined across a range of
experimental situations, mirroring the basic levels that have been found or sug-
gested for objects (Rosch, 1978; Rosch et al., 1976), events (Morris & Murphy,
1990; Rifkin, 1985), and scripts (Abbott, Black, & Smith, 1985). The basic level is
the level of abstraction at which different entities (e.g., objects, events, or tasks)
tend to be categorized. For example, an object may be categorized as a chair at the
basiclevel but as furniture at a superordinate level or as a kitchen chair at a subor-
dinate level (Rosch et al., 1976). The basic level represents a compromise between
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distinctiveness and informativeness (Morris & Murphy, 1990), providing maxi-
mal cue validity while at the same time minimizing cognitive load (Rosch, 1978;
Rosch et al., 1976). The net result is that the basic level may be “the most useful
level of categorization” (Rosch et al., 1976, p. 435) and, as such, the level that is
typically used to categorize items (Brown, 1958) or to make inferences (Abbott
et al,, 1985). A basic level for tasks has yet to be explicitly identified, but it would
likely map onto the same level at which subjects and researchers mutually distin-
guish between different tasks, as discussed earlier. For example, magnitude and
parity judgments may correspond to a basic level of task definition.

'Third, there may be a constraint on the highest level at which a task can be
defined. As mentioned earlier, what constitutes a task is often determined by
instructions. For subjects to respond appropriately in an experiment, they must
receive instructions that contain the minimum amount of information required to
enable accurate task performance. If a task is defined too abstractly, then subjects
may be unable to identify many of the task’s attributes (Morris & Murphy, 1990;
Rifkin, 1985; Rosch et al., 1976) and, as a result, they may be unable to achieve the
desired balance between distinctiveness and informativeness (Morris & Murphy,
1990). For example, if subjects are instructed to perform “semantic classification”
of numbers but they are not informed of the relevant semantic attributes (e.g. par-
ity and magnitude), then they will likely be unable to perform the task accurately
in the absence of feedback. A clear conception of the experiment can be achieved
only if tasks are defined at a lower level that provides sufficient information (e.g.
the relevant stimulus categories) for performance. Thus, one could argue that there
is an upper-level informational constraint on the hierarchy used to define tasks.

Despite these constraints on task definition, it can be difficult to firmly estab-
lish what the tasks are in an experiment. Instructions may be expressed in differ-
ent ways that convey all the relevant information but produce divergent effects
on behavior, as seen in the work of Dreisbach and colleagues and of Logan and
Schneider (2006a). In the context of writing or reading instructions, there may
not be a consensus among researchers or subjects on whether a given experiment
involves one or two or more tasks. Similarly, researchers or subjects may not agree
on a basic level for defining tasks in a specific domain.

However, uncertainty about task definition need not be a crippling problem
for task switching research. Indeed, the ever-growing body of literature on task
switching—in the absence of clear task definitions—indicates that the field has
not been hindered. Regardless of whether one considers an experiment to have
one or two tasks, it is generally the case that one can establish what constitutes
accurate task performance. That is, most experiments involve clearly defined
mappings of stimuli to responses, enabling the researcher to determine whether
subjects are following instructions and performing the task(s) as designed. From
this perspective, the critical element is not how a task is defined but rather how it
is performed. In the context of Marr’s (1982) levels of analysis, the problem speci-
fied at the computational level may not be as important as how it is solved at the
algorithmic level. In the domain of task switching, the algorithmic level—which
indicates how a task is performed—is represented by the task set.
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WHAT IS A TASK SET?

“What constitutes a task set is seldom explained, the differences between
task sets are rarely identified, and the distinction between tasks and task
sets is hardly ever discussed.”

—SCHNEIDER AND LOGAN (20074, p. 118)

Despite its prevalence as a theoretical construct, precise definitions of task set are
as rare today as they were in the past (see Dashiell, 1940; Gibson, 1941). In task
switching research, a fask set has been loosely defined as a set of internal con-
trol settings, a state of preparation, a collection of stimulus-response or category-
response mapping rules, or a configuration of perceptual, cognitive, and motor
processes that enables achievement of a task goal, especially in the context of com-
peting goals and other sources of interference (e.g., Allport, Styles, & Hsieh, 1994;
Mayr & Keele, 2000; Rogers & Monsell, 1995). We say “loosely defined” because
there is no agreed-upon definition of task set and most of the definitions them-
selves are ill-defined. For example, what is a “set of internal control settings?” What
is it about one set of internal control settings that makes it different from another?
What changes are made to internal control settings to accomplish “task-set recon-
figuration” (e.g., Monsell & Mizon, 2006)? These questions highlight some of the
ambiguity that one finds with verbal theorizing in the domain of task switching.

We think this ambiguity can be avoided and task sets can be placed on firmer
ground by defining them in the context of computational models. A computa-
tional model is a formal specification of the representations and the processes
needed to perform a task. In other words, it instantiates a task set in precise
terms that can be realized by computer simulation or expressed as mathemati-
cal equations (which might characterize processes that could also be simulated).
Computational models help one avoid some of the pitfalls associated with ver-
bal theorizing, such as ambiguities in the mapping of words to meanings and
the treatment of labels as explanations (Hintzman, 1991). In so doing, they can
improve reasoning about the aspects of cognition represented in the model
and facilitate shared understanding of ideas between researchers (Farrell &
Lewandowsky, 2010). Computational models also have the advantages of gen-
erating quantitative predictions that can be compared with behavioral data (e.g.,
response time and error rate) and potentially revealing nonintuitive, complex
interactions among different processes.

Fortunately, several computational models of task switching have been devel-
oped in recent years (e.g., Altmann & Gray, 2008; Brown, Reynolds, & Braver,
2007; Meiran, Kessler, & Adi-Japha, 2008; Schneider & Logan, 2005; Sohn &
Anderson, 2001). The models differ in many ways, ranging from their assump-
tions to their scope of application, and are even instantiated in different types
of modeling frameworks (e.g., mathematical model—Schneider & Logan, 2005;
neural network—Brown et al., 2007; production system—Sohn & Anderson,
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2001). Despite these differences, all the models define task sets at a level of detail
sufficient to perform the tasks of interest. Consistent with this view, Logan and
Schneider (2010} defined a task set as a “set of parameters in a computational
model that is sufficient to program the model to perform particular task-relevant
computations” (p. 416). In Table 2.1, we offer a broader definition of a task set
as a set of representations and processes capable of performing a task, including
the parameterization of those processes and the identification of their neural
substrates.

For example, consider the model of task switching developed by Schneider and
Logan (2005), which is a member of a broader class of models subsumed under
the Executive Control Theory of Visual Attention (ECTVA; Logan & Gordon,
2001) and the Instance Theory of Attention and Memory (ITAM; Logan, 2002; see
also Logan, 2004). The model assumes that task switching performance reflects
two key processes: cue encoding and compound cue retrieval. Cue encoding is
the process by which a semantic, categorical representation of a task cue is formed
(Arrington, Logan, & Schneider, 2007; Logan & Bundesen, 2003; Schneider &
Logan, 2005). Priming of cue encoding by repetition or association has been
shown to be at least partly responsible for observed switch costs in cued task
switching performance (e.g., Logan & Bundesen, 2003; Logan & Schneider, 2006b;
Schneider & Logan, 2006, 2007b, 2011). The representation of the cue is used
in conjunction with a semantic, categorical representation of the target stimulus
(Schneider & Logan, 2010) to select a response. Compound cue retrieval is the
process by which information from the cue and the target is combined to probe
memory for evidence in favor of one response or another (Logan & Schneider,
2010; Schneider & Logan, 2005, 2009a). The way in which conflicting informa-
tion from the cue and the target affects compound cue retrieval has been shown
to account for several congruency effects seen in task switching performance (e.g.,
Schneider & Logan, 2005, 2009a).

In the context of Schneider and Logan’s (2005) model, a task set is a set of
internal control settings but it is one that is clearly defined in terms of various
model parameters. For example, two important parameters in compound cue
retrieval are the bias and the criterion. The bias parameter controls the strength
of the bias toward a specific response category, such that increasing the bias for
a response category makes the model more likely to select that response. The
criterion parameter controls how much evidence is needed for one response
category over the other before termination of the decision process for response
selection (modeled as a random walk; see Ratcliff, 2001). Increasing the crite-
rion makes the model select a response more slowly but also more accurately,
thereby allowing it to trade speed for accuracy. Changing either the bias or the
criterion qualifies as task-set reconfiguration because those parameters partly
define the task set (see Logan & Gordon, 2001). Thus, rather than speculating
about task-set reconfiguration in a task switching situation, one can investigate
whether and which parameters of the model need to change to accommodate
different tasks.
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An example of such an investigation was provided by Logan and Schneider
(2010). In that study, we focused on modeling the target functions for the mag-
nitude and parity tasks in the data from Schneider and Logan (2005). A target
function is a pattern of performance across different target stimuli that presum-
ably reflects differences in how targets are either represented or processed. The
target function for the magnitude task revealed that performance improved as the
distance of the target from 5 (the reference point for making the magnitude judg-
ment) became longer. This finding corresponds to the well-known distance effect
in numerical judgments (Moyer & Landauer, 1967; for reviews, see Banks, 1977;
Moyer & Dumais, 1978). The target function for the parity task revealed that per-
formance was better overall for even targets than for odd targets, consistent with
previous research (Hines, 1990).

The different target functions might be used to infer that the tasks require
different task sets (and, by extension, that switching between the tasks requires
task-set reconfiguration), but Logan and Schneider (2010) presented modeling
results showing that this need not be the case. More specifically, we demonstrated
that two versions of our model of compound cue retrieval—of which one involved
task-set reconfiguration and one did not—provided equivalent fits to the empiri-
cal target functions. The reconfiguration version of the model involved chang-
ing the bias parameter to favor the task-relevant categories (e.g., odd and even
when the parity task was relevant), whereas the nonreconfiguration version of the
model could accommodate the different target patterns with no change in bias
by having the cue representation “gate” the evidence from the target to favor the
task-relevant categories. The shapes of the target functions were determined by
assumptions about how magnitude and parity are represented in memory (e.g.,
Dehaene, Bossini, & Giraux, 1993; Miller & Gelman, 1983; Shepard, Kilpatric, &
Cunningham, 1975). The bias parameter and the cue representation each allowed
the model to emphasize one representation over the other, resulting in the pro-
duction of different target functions. Thus, we were able to use computational
modeling to show that magnitude and parity tasks could be performed with either
the same task set or different task sets.

Task sets and their reconfiguration can also be explored in the context of other
computational models (e.g., Altmann & Gray, 2008; Brown et al., 2007; Gilbert &
Shallice, 2002; Kieras, Meyer, Ballas, & Lauber, 2000; Meiran et al., 2008; Sohn &
Anderson, 2001), so researchers do not need to endorse our model or subscribe to
a specific modeling framework. Moreover, even though various models may differ
at a superficial level, many of them share deeper similarities in their assumptions
about how task sets are represented and how task information is processed. Such
similarities at the algorithmic level of Marr’s (1982) framework may prove useful
in understanding how task sets are represented at the implementational level in
the brain. That is, research on the neural basis of task sets (e.g., Dosenbach et al.,
2006; Miller & Cohen, 2001; Yeung, Nystrom, Aronson, & Cohen, 2006; for an
overview, see Schneider & Logan, 2009b) may benefit from a better understand-
ing of the mechanistic basis of task sets, and vice versa.
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MAPPINGS BETWEEN TASKS AND TASK SETS

Despite the fact that the terms “task” and “task set” are often used interchangeably,
the preceding text indicates that they can and should be distinguished (e.g., see
Table 2.1). A task is an instruction-based representation of what to do that can be
conceptualized at a computational level of analysis. A task set is a delineation of
the representations and processes involved in doing a task, often cast in the form
of a computational model, which can be conceptualized at algorithmic and imple-
mentational levels of analysis. Once this distinction is recognized and appreciated,
one can begin to think more critically about the mapping between tasks and task
sets in different experimental situations. More specifically, one can abandon the
commonplace assumption that there is a one-to-one mapping of tasks to task sets.

The one-to-one mapping assumption is that every task is associated with a
unique task set, which implies that task switching always involves task-set recon-
figuration. The assumption is prevalent among many formal and informal theo-
ries of task switching and is often implicit in how researchers interpret their task
switching data. For example, in a task switching experiment involving two nomi-
nally different tasks, switch costs are frequently interpreted by default as either
direct or indirect evidence that task-set reconfiguration has occurred. Although
there are many situations in which the one-to-one mapping assumption is likely
valid, we think it is prudent to consider situations in which it may be invalid; that
is, situations in which there may be many-to-one or one-to-many mappings of
tasks to task sets.

A many-to-one mapping is a case of different tasks being performed with the
same task set. For example, consider the tasks of judging whether a famous name
is that of a male or a female or that of a musician or an actor. The tasks are associ-
ated with distinct semantic attributes—gender and occupation—and they can be
labeled as nominally different tasks. However, both tasks can be performed by
memory retrieval, using the name to probe a vast store of semantic knowledge in
memory about famous people. If the tasks were to be modeled with compound
cue retrieval (Schneider & Logan, 2005, 2009a), then the target name would access
several different semantic attributes in memory and the task cue would constrain
retrieval of those attributes to the one that is most relevant. This retrieval mecha-
nism would function in the same way regardless of the task, providing an example
of how two tasks can be accomplished with a single task set.

We made a similar argument in previous work involving tasks such as magni-
tude and parity judgments (e.g., Schneider & Logan, 2005). We argued that mag-
nitude and parity information could be retrieved from memory using 2 common
task set, and we presented a “proof of concept” by showing that it could be done
in the context of a computational model that provided satisfactory fits to empiri-
cal data. This led us to give our 2005 article the provocative title “Modeling Task
Switching Without Switching Tasks,” but a more appropriate title would have been
“Modeling Task Switching Without Switching Task Sets.” Thus, even we are guilty
of conflating tasks and task sets in the past.
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Many-to-one mappings of tasks to task sets are not restricted to task switching
situations; they can also be found in other domains of cognitive psychology. For
example, analogical problem solving is based on the idea that it may be possible to
use the solution to one problem to solve another problem (i.e., there is a many-to-
one mapping of problems to solutions), even if the problems differ in their surface
features. In a classic study, Gick and Holyoak (1980) explored analogical transfer
from a military story about attacking a fortress to a medical story about using
radiation to destroy a tumor. A many-to-one mapping arose from the fact that
the dispersion solution to the fortress problem (e.g., divide the army into small
groups that converge simultaneously on the fortress from multiple roads) could
be applied to the tumor problem (e.g., use low-intensity rays that are directed
simultaneously toward the tumor from multiple angles), demonstrating that a rel-
atively abstract task set was not restricted to a single situation. The instantiation
of a many-to-one mapping in analogical problem solving may depend on being
able to map the relational structure of one problem to that of another (Gentner,
1983) or being reminded of the applicability of a previous solution to a current
problem (Ross, 1984), but the overarching point is that such mappings exist.

A one-to-many mapping is a case of the same task being performed with differ-
ent task sets. For example, consider the task of judging whether a number is odd
or even. At least two different task sets could be developed to perform this parity
judgment. One task set could be based on an algorithm that involves dividing the
number by 2 and checking to see whether there is a remainder. An alternative task
set could involve engaging in direct memory retrieval, drawing on the knowledge
that any number with a 0, 2, 4, 6, or 8 in the units position is an even number.
These distinct mechanisms for determining parity provide an example of how a
single task can be accomplished with different task sets.

However, the mechanisms underlying the task sets for performing the task do
not necessarily have to be different. Two task sets could be based on the same
mechanism but involve different parameterizations of it. Recall that task sets are
defined as sets of parameters in the family of models of which our task switching
model is a member (e.g., ECTVA; Logan & Gordon, 2001; ITAM, Logan, 2002).
We mentioned two of the parameters in the task set (the bias and the criterion),
but there are additional parameters such as a priority parameter that determines
the attention weights given to stimuli and a feature-catch parameter that deter-
mines the proportion of features that are “caught” in the perceptual organization
of the stimulus display (Logan, 1996; Logan & Gordon, 2001). It may be possible
for the performance of a given task to be controlled in similar ways by different
parameters. For example, Logan and Gordon noted that the bias and the priority
parameters operate in the same manner, acting as gain controls on the evidence
acquired from stimuli. Thus, there are likely circumstances under which equiva-
lent task performance can be achieved by either modulating the bias parameter
while holding the priority parameter constant or modulating the priority param-
eter while holding the bias parameter constant. Each parameter combination
would be considered a different task set that accomplishes the same task.
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An example of a proposed one-to-many mapping in the task switching litera-
ture was provided in a study by Schneider and Logan (2007a). As mentioned ear-
lier, that study involved judging whether a digit stimulus was lower or higher than
2 on some trials or lower or higher than 7 on other trials, and both judgments can
be considered the same magnitude task at the level of stimulus categories (lowand
high). However, we argued that the task required different task sets, with the key
parameter being an internal control setting associated with the reference point (2
or 7). Indeed, in unpublished modeling work analogous to the work presented in
Logan and Schneider (2010), we found that the target functions in Schneider and
Logan's (20072) data, which took the form of distance effects that changed with
the reference point (see also Dehaene, 1989; Holyoak, 1978), could be modeled
only by changing the bias parameter in compound cue retrieval. In other words,
different task sets were needed to model a magnitude task that involved reference
point switching,

One-to-many mappings of tasks to task sets can also be found in other domains
of cognitive psychology. For example, some theories of automatization in skill
acquisition are based on the idea that the same task can be performed in differ-
ent ways (e.g., Logan, 1988; Rickard, 1997; see also Anderson, 2007). Consider
the task of alphabet arithmetic (Logan & Klapp, 1991), which involves verifying
equations of the form M + 3 = Q (determining whether Q is three letters down the
alphabet from M). Novice subjects typically perform alphabet arithmetic using
a counting algorithm: Starting at the initial letter (M), they count through the
alphabet for a number of steps equal to the digit addend (3) and then compare the
true sum (P) with the presented sum (Q) to determine whether the equation is
true or false. Subjects could also use a letter-digit translation algorithm, translat-
ing letters into digits (M = 13) on which standard arithmetic can be performed (13
+3 = 16) and then translating digits back into letters (16 = P) for comparison with
the presented sum. However, similar to determining a number’s parity, alphabet
arithmetic can also be performed by memory retrieval. With practice, alphabet
arithmetic facts become stored in memory, enabling direct retrieval of correct
responses when presented with studied equations. Automatization of tasks such
as alphabet arithmetic has been argued to reflect a transition from an algorithm
to direct memory retrieval (Logan, 1988; Rickard, 1997), which is only possible in
the context of a one-to-many mapping of tasks to task sets.

It is even possible to have both one-to-many and many-to-one mappings in
the same situation. Returning to the domain of problem solving, Luchins (1942;
Luchins & Luchins, 1950) conducted experiments in which subjects had to deter-
mine how to obtain a specific volume of fluid by pouring fluid into and out of
containers of assorted sizes. The same solution method (sequence of operations)
could be used for the first few problems (i.e., a many-to-one mapping of problems
to solutions), but subsequent problems could each be solved in multiple ways
(ie., a one-to-many mapping of problems to solutions). The question of interest
was whether the original solution method was used to solve the later problems
that afforded multiple solution methods, with the result being that many subjects
persisted in using the original method. Luchins and Luchins (1950) considered
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the persistent use of the original method to reflect “a special kind of mental set”
(p- 279), which is consistent with how we have defined task set.

These examples of many-to-one and one-to-many mappings of tasks to task
sets challenge the one-to-one mapping assumption implicit in much of the task
switching literature. To be clear, the challenge is not that one-to-one mappings do
not exist, but that they are not the only possible mappings; therefore, one cannot
assume by default that a given situation involves a one-to-one mapping and, by
wﬁwcmwo:u that task switching always involves task-set reconfiguration. Eoémv,\mn
%. one cannot assume that the data from a task switching experiment directly SH
indirectly reflect task-set reconfiguration, then how can the task switching para-
digm be used as a tool for understanding cognitive control? ’

THE WAY FORWARD

We believe that task switching can serve as a useful paradigm for studying cogni-
tive control if researchers are cognizant of what a task is at the computational level
of analysis (e.g., how tasks are defined by instructions), but they focus on how
task sets are realized at both the algorithmic and the implementational levels (see
Table 2.1). Instead of speculating about whether a given situation involves one or
two or more tasks, it may be more fruitful to investigate how the performance of
the task(s) can be accomplished by a computational model and how that model
might be physically instantiated in the brain.

Uw&u#m recent progress, we contend that there is much to be gained from
continued development and testing of computational models of task switchin
A task set can be explicitly defined in such models (e.g., as a set of parameters) mbmm.
task-set reconfiguration can be made concrete (e.g., as a change in parameters)
If a model requires different task sets to accommodate the data from &mmnma.“
tasks, then one is on firmer ground for arguing that the data reflect cognitive
control due to task-set reconfiguration. Moreover, given that the nature of the
reconfiguration can be specified (e.g., changing a bias or an attention weight in the
model), one can make inferences about the nature of the cognitive control pro-
cess (e.g., response biasing or attention shifting). A researcher would then be in a
better position to proceed to the implementational level and investigate whether
the hypothesized cognitive control processes involved in task-set reconfiguration
depend on the same neural substrates that have been identified for those con-
Qw_ processes using other paradigms (e.g., through meta-analyses of neuroim-
aging results; Buchsbaum, Greer, Chang, & Berman, 2005; Lenartowicz, Kalar,
Congdon, & Poldrack, 2010; Wager, Jonides, & Reading, 2004). v v

An overarching consideration that may serve to guide future research is the rec-
ognition that cognitive control in task switching is the outcome or end-product
ow processing that may or may not involve task-set reconfiguration. That is, cog-
nitive control may be achieved by means of task-set reconfiguration, but :, bmmmm
.so.ﬂ be. We discussed this point earlier in relation to our model of wmmw switch-
ing and its compound cue retrieval mechanism for response selection (e.g.,
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Logan & Schneider, 2010; Schneider & Logan, 2005, 2009a). The model can accu-
rately perform nominally different tasks without engaging in task-set reconfigu-
ration because it uses the combination of cue and target information to control
what is retrieved from memory, with the cue serving a gating function by favoring
task-relevant target categories. The outcome of this “information gating” can be
interpreted as cognitive control, even though it does not involve task-set recon-
figuration. Thus, cognitive control and task-set reconfiguration are separable enti-
ties that can and should be distinguished, perhaps with the aid of computational
models. There are many paths to cognitive control and task-set reconfiguration
is just one of them. We think further progress in research on task switching and
cognitive control may come from traveling “off the beaten pa ” and exploring
alternative possibilities regarding how the human mind is able to control itself.
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