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ABSTRACT

Initially, human machine interface (HMI) was undem as the hardware and
software through which human and machine could conicate. Gradually, is
being recognized that many human factors such abilitg, emotion, user’s
physical and cognitive characteristics, domain Kieoge, contribute as much to the
effectiveness and efficiency of HMIs as robust,ialde and sophisticated
algorithms do. Clearly, both the human centeredofacand the technical factors
have direct or indirect relations with the effeetiess of the HMI. Nevertheless,
the degree of influence of these factors on thecéffeness of human machine
interaction is not well understood. Most of the lwdn the human machine
interaction area is focused on creating and rdfiniechniques and algorithms,
application-driven efforts, or heuristic procedyrbst there is a lack of basic or
foundational work. In this work, we present a nogtel’elopment of an accessible
interface for the control of a robotic arm basednatural, effortless hand gestures
designed for students with mobility impairmentsdamne provide a systematic
framework to measure the effectiveness of thigfiate.

Keywords: human machine interfaces, hand gestures recognitassistive
technologies, robatics, intelligent wheelchairs.

INTRODUCTION

Physical access to classrooms, laboratories andimgaresources is crucial for
students with disabilities. Active participationocgnpresent, however, is also vital,



encompassing interaction with teachers, other stisdand engagement with course
materials and equipment (Salend, 1998). In order students with mobility
impairments to gain educational experiences conpare those of able-bodied
students they must perform comparable tasks (Waf@98). Actively exploring
and interacting with scientific concepts and pi@gi grants a more thorough
educational experience as a whole. This need fiweatearning, however, creates
serious hurdles for students with disabilities.

Robotic assembly tasks and navigation planning eodtrol are the most
common tasks in automation and production labs.e/udied students are
expected to personally control robots in assemaskd, and analyze and design
robot manipulations, in both undergraduate acadegoigrses and high school
science classes. In order to perform independexttugite or postgraduate research,
or to pursue an engineering career, such as autmmangineer, manufacturing
engineer, or controls engineer, students with difas must be able to
independently operate a robot in real-time.

There has been extensive research on the use sdrsehat allow people with
disabilities to interact with machines. Sensorsevalthe control of devices by eye-
blinking, gaze, breathing, EEG and EMG signalstypesand gestures, lip reading
and tongue movements. There are two main probleithstese interfaces: (a) they
are non-adaptive. Most of these methods leveragestitength of a single limb or
body part that functions relatively well (Kim et, #006). Different solutions are
needed, however, in cases of progressive illnessreviimb control skills decay
gradually with time, or when the user is rehahilitg and hence has improving
motor skills. In fact, technology permitting a diemgmodality of interaction is
appropriate only when the user’'s condition is ®alf\s most paralyzed people
experience a change in their condition throughbeirtlives, a new paradigm is
needed; (b) their design does not follow an analyiethodology.

The term “effective interface” in the context of rhan-robot interaction is
relatively new and so far there is no universaltgepted definition for this term.
Most of the existing definitions are unstructured anly focus on one aspect of
effectiveness, for example Olsen and Goodrich (©ksed Goodrich, 2003) only
focus on effectiveness as a function of task eflorthis proposal, the PI identifies
a set of factors that influence the effectivenekshe interface, and attempts to
organize then in a comprehensive and coherent franke In order to evaluate the
effectiveness of a given interface for robotic cohtfirst performance measures
need to be defined.

METHODOLOGY

STUDY THE FACTORS THAT |INFLUENCE THE EFFECTIVENESS OF
INTERACTION MODALITIES FOR ROBOTIC CONTROL

This section addresses foundational problems ohtlman-machine interaction



area — how to define the effectiveness of a moddlitr interface) used for
interaction, and how to measure it? In order toluate the effectiveness of hand
gestures over standard interface techniques footiobcontrol, performance
measures must be defined. Interface effectivecasde defined as a function (1),
which is optimum when the interface used is tha besong the options available.
Different users may prefer a different interfaceading to their physical abilities
(joystick, keyboard, hand gestures, sip-n-puff, E&f@ EMG based signals, tongue
control, etc).

Max &(1) = f (T,U,M,E,L) )

1ar

where:

e(I) = is the effectiveness for a given interface

f is some inverse function of e, including the following:

T = task completion time

U = user skills, expertise and knowledge domain

M = the number of discrete user expressions (physicghysiologic)
required to complete a single operation.

E = number of user errors while completing the task

L = learning rate (based on learning curve)

I = is an interface modality

I" = the set of all feasible interface modalities (e.g. joystick, keyboard,
hand gestures)

The functione defines the relationship between the interface imd
effectiveness. For example, an interface that &y ¢a learn will improve
task efficiency. The common measure of efficierscthe time to complete a
task (T). Benchmark robotic tasks will be usedh@ tiser studies so that the
results are comparable across different interfaces.

An interesting feature of this formulation is thatonsiders the user’s
knowledge and experience, since they affect thegagformance, which in
turn affects the interface’s efficiency. The algfom used to decode the
signals into significant robot commands is not ad&®d in this scheme,
since it is extrinsic to the interface adopted. Exwample, there are several
algorithms used for tongue movement recognitiod, @ren that is possible
to measure the superiority of some algorithms tiverothers, the success of
these systems does not rely as much on the algorgfinement, as it relies
on the particular way the interface is used. Thenlmer of discrete
movements required for the user to operate thetrisban indication of the
cognitive load, the compléty, and the level of performance required in the
task. The measurement of effectiveness involves the evaluation of (1), the
analytical form of which is unknown. Therefore,et of multiple objective
performance measures are proposed to act collBctageproxies for (1):



task completion time ¢ number of movements,Znumber of errors i and
learning rate £ These proxies do not include U, since use egpee is
directly related to the learning rate. The recagniticcuracy of the interface
is not included, since it impacts the task perforogaindirectly. The goal is
to use a formulation that is independent of thessgntechnology. Sindes
some inverse function & bringing the different objectives to minima will
lead maximum interface effectiveness.

Min Z,(1),Min Z,(1),Min Z,(1),Min Z,(1) )
Naly

This multiobjective optimization problem may hawntiicting solutions
when all the objectives are minimized simultanepud\s with most
multiobjective problems, this difficulty is overcemby allowing the
decision maker (the user) to select the bemtcording to his preferences.
Another method of overcome the conflicting multedijve values is to
adopt a goal programming approach: map the fouilopeance measures
into a single measure using weightstavreflect the relative importance of
each objective.

Mllanr(I) O MIaXDZr(I : = lel(l ) +szz(| ) +WBZ4(I ) +W4Z4(I)

st. 3

2w >1

w, >0 i

where:
w; = the relative importance of factor. Z

The weights in (3) can be found empirically by letting the decisiaker
assign importance to each factor according to distieeds and preferences.
Alternatively, the weights can be varied, and facke unique weighting
scheme the corresponding solution can be presetttethe user for
acceptance or rejection. The objectiveswdll be calculated by running
simulations of a task using a virtual model of hato(like the one in Figure
1), which each of the interfaces considered, foangxe: (a) standard
joystick, (b) voice and gestures, EEG signals. Then, (3) can be computed
and comparisons can be made among the interfaces.



A NEW METHOD FOR GESTURE BASED ROBOTIC CONTROL

The concepts described in Tele-gest project (Watta, 2005) to achieve a real-
time implementation of a teleoperated control usitatic hand gestures can be
extended to a highly adaptable and robust recagni8ystem for users with
mobility impairments. The main components of sustsgstem are described in the
following sections and their implementation is it future work.

Figure 1. User interface for robot control

Mobility Capabilities - Hand Gesture and Face Movements:

The framework described here will allow the usecémtrol a robot using a wide

variety of user customized gestures. For instaamceable-bodied user would want to
control the robot while moving his hand in the difen of the robot’s intended

movement. Moving his hand to the right causes dhetic arm to rotate to the right;
moving the hand forward causes the robotic armdwerforward, and so on. While
this mapping is perfectly natural to most useraneoandividuals with severe

mobility impairments cannot move their hands irtraight line. Thus the logic used
must be able to detect and recognize non-standard imovements.

Hand and Facial Gesture Recognition

A software application is developed to enable thetml of a robotic arm by hand
and facial movements. The main hardware compor{pnesented in Figure 2) are:
an electric power wheelchair (EPW), a netbook rngrthe recognition system, a
Ladybug2 © spherical digital video camera systensl a 6-axis robotic arm. This
video camera system has six digital cameras arcangesuch a way that it can
collect video from more than 75% of its full peritme The first and second
cameras are oriented towards the hand and faceeatdgely. The netbook
processes the images, recognizing the actions fig@elghair control, and provides
visual feedback. The LCD display shows two windowse for the hand gesture



recognition feedback and the other for the faciaement and gesture recognition
feedback (see Figure 3).

Roboticarm, Kuka
KRS sixx R650

Netbook for visual
feedback

Ladybugll
omnivision camera

Hand gesture
interaction area

FIGURE 2. Prototype of the interface on the EPW

The data flow of the system is as follows: theryserforms gestures with her
hand. Sensors on the spherical digital camera syssmture face and hand views.
The images from the six sensors are ‘stitched’ ttugrein one large image so the
hand and face appear in a common system of codedina

The images from the sensors are sent to the riethdere they are processed.
The software searches the images for known movesndaind shapes, or facial
expressions. If one of these patterns is recognirethe image, the type of
movement is translated into a navigational commahith was predetermined in
an earlier stage of the system’s operation. A rekbdisplay shows a feedback
window. The window shows the area where the hastuge was detected. On the
left corner of the window, a caption with the naaiéhe command associated with
the recognized gesture is presented. At the same, tihe action given by the
command is carried out by a robotic arm for a pastembly task. This type of task
was chosen since the feasibility of this approam loe evaluated easily using the
measures expressed in (1).

FIGURE 3. Two-view screen: left side: the hand; right side: the face.



When the system is used for the first time, abcation process sets up the
hardware and allows the student to interactivedtethe gestures that will be used
for robotic control. The calibration routine takesly a few seconds, and can be
evoked again at any point during the robotic cdntiro calibration mode the user
determines the neutral area and the interactiom. afde interaction area is
determined by the distance from the hand to theecanthe sensor’s focal length,
and the extent to which the hand can be moved.fdda length is fixed, while the
distance to the camera can be modified by moviegcdmera further or closer to
the user—this process takes place before the attibr

The neutral area is determined automatically byeamg the user's hand
position. It is a rectangular area around the hapdsition with a size equal to the
product of the minimum bounding box around the hagda constant factor (to
compensate for non precise hand movements, sutthrasrs) (see Figure 4). This
process takes a few seconds.

The user teaches the gestures to the system hwyirghdhe same gesture
multiple times when prompted. A vocabulary of 12nmoands is designed for robot
world coordinates control. The ‘forward’ and ‘bacidmmands control the X-axis,
the ‘right’ and ‘left commands control the Y-axignd the ‘up’ and ‘down’
commands control the Z-axis of the robotic arm. Tiodl right’ and ‘roll left’
commands rotate the wrist joint, and the ‘open’gaipd ‘close grip’ commands
control the robot gripper. The ‘stop’ command stapyg action the robot performs.
The ‘home’ command resets all robot joints in th@mle position. Each of the
robotic navigation commands are displayed one fterother with a delay of 30
seconds. When the command is displayed, the usst mave her hand in any
trajectory, leaving the neutral area, and thengbtite hand back to the neutral area.
The trajectory, velocity and shape are registergdhe system and stored in a
database for further use.

Each of the navigational commands is presented fimes, and the user is
prompted to show a gesture each time. Once thersysas been calibrated it is
ready be used in operation mode.
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FIGURE 4. Performing a gesture



In operation mode, a graphical user interface (AbIpresented on the netbook’s
LCD screen. The image displayed on the GUI is thmera system’s view of the
scene. On the image, two rectangles with diffecetors are plotted representing
the interaction and the neutral area. Initiallye tiser’'s hand is placed inside the
neutral area, so no action is carried out by thmtolf the user wants the robot to
move, he moves his hand according to the type tidraclesired. Then the system
tries to detect the hand and identify the gestliréhe gesture is recognized, the
system displays a caption with the name of the geieed action printed on the
screen, otherwise the ‘try again’ message is dygula

The neutral area is dynamically updated atiogrto the hand’s preferred
resting place. This is important because subjedtis mobility impairments may
find it difficult to move their hands back to theigin of the gesture after
performing a movement. Suppose that the user pesf@a gesture which involves
moving her hand from point A to point B. The useuld then move her hand back
to the origin of the gesture, point A, or move hand to a point C (see Figure 4). In
either case, the hand’s final destination (poinbrAC) will be considered as the
resting place (neutral area) for the hand until tiext gesture is evoked. This
requires only that points A and C be close to edhbr.

Continuous control is used to resemble joystickrapon. With a joystick, the
robotic arm continues moving in the indicated digt until the user tilts the
handle back to the origin point or releases thedlgarAnalogously, in our system,
as long as the user’s hand is outside the neutal aobot movement occurs. As in
the previous example, if a gesture starts at pbifibside the neutral area) and ends
at point B (outside the neutral area), then theéoactequested is continuously
carried out until the subject returns to point Aamy point inside the neutral area.
Continuous control was selected because navigatiaogons are continuous;
discrete operation is more appropriate when thieretrequired are discrete events
in time, such as ‘stop’ or ‘turn-on-engine’ on a.ca

When a person with mobility impairments is ablartake different hand shapes
(hand poses), this information can be used to idibcate between non-intended
movements and navigational gestures. For exampéehand of a user holding an
imaginary or virtual joystick will probably show ehfist’ shape. The user moves
the fist left, right, upwards or downwards. Each tbése movements can be
translated to an action, as with standard joystipiration. The pointing pose could
also be used. A subject pointing his index fingemfrd and tilting his hand in one
of the four directions could indicate his desirertove the robot tip in that direction.
Four different hand shapes are planned to be iedutiat will be automatically
recognized: fist, pointing gesture, palm up andarpdbwn.

Facial gestures can be used as modifiers of thd bastures. A ‘modifier’ alters
how an action is interpreted by the recognitiontesys Certain facial expressions
indicate that the preceding hand gestures willnberpreted as navigational actions,
or that they should not be used (unintentional uges). Facial expressions will
change the operation mode from ‘active’ to ‘sleepthe other way around. For this
switch only one facial expression is required,dgpen mouth.



EXPERIMENTS

A combination of qualitative and quantitative assesnts and usability experiments
will be used to measure the effectiveness of therfice with students with
physical impairments. The repeated measures desigproach, in which
participants will serve as their own controls inirg the usability of the vision
based interface, will be adopted. In the contraidition, the subjects will perform
an assembly task (Towers of Hanoi) with the robetimm using a conventional
isometric joystick to control the robot. The taskl wonsist of moving the disks
from one of the rods onto another rod, on top deotdisks that may already be
present on that rod. This task requires severalipnation tasks such as sliding,
grasp, move, and release. These operations are@smon in automation labs and
thus this exercise provides a good case scenarihifosystem as a pedagogic tool.
In the experimental condition, the students coneptee assembly task using the
interface. To control for extraneous variableshsas practice effects across the
two scenarios, the subjects will repeat the assenddk three times for each
condition (standard joystick, hand gestures). Titeoof the control (conventional
joystick) and experimental conditions will be coemitalanced for participants.

Performance measures: Six measures will be usasstss the user performance
for the control and experimental conditions: fowangtitative and two qualitative
measures.

Quantitative measures:

1) Usability: User ratings of functionality, easé use and additional human-
centered measures for the vision interface andctmentional joystick will be
collected using the Likert 5 point scale (1 = vbeyd, 5 = very easy). The subjects
will rate several features for each of the two oointases, reflecting the level of
suitability to the user. The questions will asseasiness of use and learn of the
interface, memorability, comfort, intuitivenessfetg and precision.

2) Task completion time: The time required to ptete the task from beginning
to end will be recorded for each task.

3) Number of mistakes: The number of times thatrtbot gripper collided with
an obstacle, released the object too early or ioely, or did not grasp the object
at all.

4) Recognition accuracy: The number of gesturasulere recognized correctly
during the assembly task. For this ground truthotetions of the images used by
the system are necessary.

Paired sample T-tests will be used to examine hdrethere is a significant
difference in the user performance between the r@rpatal condition and the
conventional control (standard joystick).

Qualitative measures: After students complete desembly task using the
different control strategies, they will be intemied individually to obtain feedback
about their experiences using vision based interfe@mmpared to a conventional
joystick. The interview questions will focus mostip determining which features
of the hand gesture interface were the most imporend to identify which



additional features would be particularly importafthese responses will be
tabulated and analyzed qualitatively to assespé¢hnecived benefits and challenges
of using each interface from the users’ perspeciites information will be used to
improve future versions.

CONCLUSIONS

The research presented in this paper is an atteonpifer a new methodology to
assess effectiveness in interface design for humachine interface and to
implement a hand gesture based interface for robmtintrol. The main target
population to use the propose system are studeitls plysically and mobility
impairments. The motivation for this choice isdvelop an infrastructure to allow
students with motor impairments to independentlgrate a robot, a fundamental
piece of laboratory equipment in secondary andsegsindary automation classes.
Two fundamental problems are analyzed in this papdrow to define effective
human robot interaction and how to measure it? \er @n analytic framework
based on maximization of multi-objectives to enteatie interface design. Finally,
we suggest a procedure including quantitative andlitgtive measures for the
assessment and evaluation of the hand gesture basathce described. The
implementation of the system is left for future wor
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