
Vision-Based 
Hand-Gesture 
Applications
Against Cyberterrorism

Finding Usability  
Bugs with  
Automated Tests

Still Building Memex

ACM Launches New
Digital Library

COMMUNICATIONS
OF THE ACMacm.org/cACM� 02/2011 VOL.54 NO.2

Association for  
Computing Machinery

http://acm.org/cacm


http://icse-conferences.org


TechNews mobile app users will enjoy:

•  �Latest News: Concise summaries of the most 
relevant news impacting the computing world

•  ��Original Sources: Links to the full-length 
articles published in over 3,000 news sources

•  �Archive access: Access to the complete 
archive of TechNews issues dating back to 
the first issue published in December 1999

•  �Article Sharing: The ability to share news 
with friends and colleagues via email, text 
messaging, and popular social networking sites 

•  �Touch Screen Navigation: Find news 
articles quickly and easily with a 
streamlined, fingertip scroll bar

•  �Search: Simple search the entire TechNews 
archive by keyword, author, or title

•  �Save: One-click saving of latest news or archived 
summaries in a personal binder for easy access

•  �Automatic Updates: By entering and saving 
your ACM Web Account login information, 
the apps will automatically update with 
the latest issues of TechNews published 
every Monday, Wednesday, and Friday

ACM TechNews—ACM’s popular thrice-weekly news briefing service—is now 
available as an easy to use mobile apps downloadable from the Apple iTunes Store.

These new apps allow nearly 100,000 ACM members to keep current with  
news, trends, and timely information impacting the global IT and Computing 
communities each day. 

ACM TechNews Goes Mobile
iPhone & iPad Apps Now Available in the iTunes Store

The Apps are freely available to download from the Apple iTunes Store, but users must be registered 
individual members of ACM with valid Web Accounts to receive regularly updated content.

http://www.apple.com/iphone/apps-for-iphone/   http://www.apple.com/ipad/apps-for-ipad/

ACM TechNews

http://www.apple.com/iphone/apps-for-iphone/
http://www.apple.com/ipad/apps-for-ipad/


2    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

communications of the acm

Departments

5	 ICPS Editor’s Letter
ICPS Offers Major Research Venue 
By Tom Rodden

6	 Letters To The Editor
Shine the Light of  
Computational Complexity

9	 In the Virtual Extension

10	 BLOG@CACM
Matters of Design 
Jason Hong considers how  
software companies could  
effectively incorporate first-rate 
design into their products.

12	 CACM Online
End of Days for  
Communications in Print?
By David Roman

43	 Calendar

108	 Careers

Last Byte

112	 Puzzled
Parsing Partitions
By Peter Winkler

News

13	 Chipping Away at Greenhouse Gases
Power-saving processor algorithms 
have the potential to create 
significant energy and cost savings. 
By Gregory Goth

16	 Information Theory After Shannon
Purdue University’s Science of 
Information Center seeks new 
principles to answer the question 
‘What is information?’
By Neil Savage

19	 Maurice Wilkes: The Last Pioneer
Computer science has lost not only 
a great scientist, but an important 
link to the electronic computing 
revolution that took place in the 1940s.
By Leah Hoffmann

20	 Following the Crowd
Crowdsourcing is based on a simple 
but powerful concept: Virtually 
anyone has the potential to plug  
in valuable information.
By Samuel Greengard

23	 ACM Launches New Digital Library
More than 50 years of computing 
literature is augmented, streamlined, 
and joined to powerful new tools for 
retrieval and analysis.
By Gary Anthes

25	 ACM Fellows Honored
Forty-one men and women are 
inducted as 2010 ACM Fellows.

Viewpoints

26	 Privacy and Security
Against Cyberterrorism
Why cyber-based terrorist attacks  
are unlikely to occur. 
By Maura Conway

29	 Economic and Business Dimensions
Household Demand for Broadband 
Internet Service
How much are consumers willing  
to pay for broadband service?
By Gregory Rosston, Scott Savage,  
and Donald Waldman

32	 Inside Risks
The Growing Harm  
of Not Teaching Malware
Revisiting the need to educate 
professionals to defend against 
malware in its various guises. 
By George Ledin, Jr. 

35	 Kode Vicious
Forest for the Trees
Keeping your source trees in order.
By George V. Neville-Neil

37	 Education
From Science to Engineering
Exploring the dual nature of 
computing education research. 
By Mark Guzdial

41	 Viewpoint
Technology, Conferences,  
and Community
Considering the impact and 
implications of changes in  
scholarly communication. 
By Jonathan Grudin

	 The Need for a New Graduation 
Rite of Passage
A proposal for a new organization 
recognizing students graduating 
in the computer sciences as 
professionals with ethical 
responsibilities in service to society. 
By John K. Estell and Ken Christensen

About the Cover: 
Hand gestures are 
the most primary and 
expressive form of  
human communication. 
While such gestures  
may seem a natural 
means for interacting 
with computers,  
progress has often been 
lost in translation.  
This month’s cover  
story details the 
requirements of  
hand-gesture interfaces 

and the challenges of meeting the needs of various apps.



february 2011  |   vol.  54  |   no.  2  |   communications of the acm     3

02/2011
vol. 54 no. 02

Association for Computing Machinery
Advancing Computing as a Science & Profession

I
L

L
U

S
T

R
A

T
I

O
N

 B
Y

 G
L

U
E

K
I

T

Practice

44	 Finding Usability Bugs 
with Automated Tests
Automated usability tests  
can be valuable companions  
to in-person tests.
By Julian Harty

50	 A Plea from Sysadmins to Software 
Vendors: 10 Do’s and Don’ts
What can software vendors 
do to make the lives of system 
administrators a little easier?
By Thomas A. Limoncelli

52	 System Administration Soft Skills
How can system administrators 
reduce stress and conflict in  
the workplace? 
By Christina Lear

  

 

  Articles’ development led by 
          queue.acm.org

Contributed Articles

60	 Vision-Based Hand-Gesture 
Applications 
Body posture and finger pointing 
are a natural modality for human-
machine interaction, but first the 
system must know what it’s seeing. 
By Juan Pablo Wachs, Mathias Kölsch,  
Helman Stern, and Yael Edan

72	 Structured Data on the Web
Google’s WebTables and Deep  
Web Crawler identify and deliver  
this otherwise inaccessible  
resource directly to end users.  
By Michael J. Cafarella, Alon Halevy,  
and Jayant Madhavan

	 10 Scientific Problems 
in Virtual Reality 
Modeling real-world objects requires 
knowing the physical forces shaping 
the world and the perception 
shaping human behavior. 
By Qinping Zhao

Review Articles

80	 Still Building the Memex
What would it take for a true 
personal knowledge base to  
generate the benefits envisioned  
by Vannevar Bush?
By Stephen Davies

	 Are the OECD Guidelines 
at 30 Showing Their Age? 
Created to protect the transborder 
flow of personal data, the  
OECD Guidelines are in need  
of some updating.
By David Wright, Paul De Hert,  
and Serge Gutwirth

Research Highlights

90	 Technical Perspective
Markov Meets Bayes 
By Fernando Pereira

91	 The Sequence Memoizer
By Frank Wood, Jan Gasthaus,  
Cédric Archambeau, Lancelot James, 
and Yee Whye Teh

99	 Technical Perspective
DRAM Errors in the Wild
By Norman P. Jouppi

100	 DRAM Errors in the Wild: 
A Large-Scale Field Study
By Bianca Schroeder,  
Eduardo Pinheiro,  
and Wolf-Dietrich Weber

http://queue.acm.org


4    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

communications of the acm
Trusted insights for computing’s leading professionals.

Communications of the ACM is the leading monthly print and online magazine for the computing and information technology fields. 
Communications is recognized as the most trusted and knowledgeable source of industry information for today’s computing professional. 
Communications brings its readership in-depth coverage of emerging areas of computer science, new trends in information technology, 
and practical applications. Industry leaders use Communications as a platform to present and debate various technology implications, 
public policies, engineering challenges, and market trends. The prestige and unmatched reputation that Communications of the ACM 
enjoys today is built upon a 50-year commitment to high-quality editorial content and a steadfast dedication to advancing the arts, 
sciences, and applications of information technology.

ACM, the world’s largest educational 
and scientific computing society, delivers 
resources that advance computing as a 
science and profession. ACM provides the 
computing field’s premier Digital Library 
and serves its members and the computing 
profession with leading-edge publications, 
conferences, and career resources.

Executive Director and CEO
John White
Deputy Executive Director and COO
Patricia Ryan
Director, Office of Information Systems
Wayne Graves
Director, Office of Financial Services
Russell Harris 
Director, Office of Membership
Lillian Israel
Director, Office of SIG Services
Donna Cappo 
Director, Office of Publications
Bernard Rous
Director, Office of Group Publishing
Scott Delman

ACM Council
President
Alain Chesnais
Vice-President
Barbara G. Ryder 
Secretary/Treasurer
Alexander L. Wolf
Past President
Wendy Hall 
Chair, SGB Board
Vicki Hanson
Co-Chairs, Publications Board
Ronald Boisvert and Jack Davidson
Members-at-Large
Vinton G. Cerf;
Carlo Ghezzi;  
Anthony Joseph; 
Mathai Joseph;  
Kelly Lyons; 
Mary Lou Soffa; 
Salil Vadhan 
SGB Council Representatives 
Joseph A. Konstan;  
G. Scott Owens;  
Douglas Terry

Publications Board
Co-Chairs
Ronald F. Boisvert; Jack Davidson  
Board Members
Nikil Dutt; Carol Hutchins;  
Joseph A. Konstan; Ee-Peng Lim;  
Catherine McGeoch; M. Tamer Ozsu;  
Holly Rushmeier; Vincent Shen;  
Mary Lou Soffa

ACM U.S. Public Policy Office
Cameron Wilson, Director 
1828 L Street, N.W., Suite 800
Washington, DC 20036 USA
T (202) 659-9711; F (202) 667-1066

Computer Science Teachers Association
Chris Stephenson  
Executive Director  
2 Penn Plaza, Suite 701  
New York, NY 10121-0701 USA  
T (800) 401-1799; F (541) 687-1840

Association for Computing Machinery 
(ACM)
2 Penn Plaza, Suite 701  
New York, NY 10121-0701 USA  
T (212) 869-7440; F (212) 869-0481

STAFF

Director of Group Publishing
Scott E. Delman 
publisher@cacm.acm.org

Executive Editor
Diane Crawford
Managing Editor
Thomas E. Lambert
Senior Editor
Andrew Rosenbloom
Senior Editor/News
Jack Rosenberger
Web Editor
David Roman
Editorial Assistant
Zarina Strakhan
Rights and Permissions
Deborah Cotton

Art Director
Andrij Borys
Associate Art Director
Alicia Kubista
Assistant Art Directors
Mia Angelica Balaquiot
Brian Greenberg
Production Manager
Lynn D’Addesio
Director of Media Sales
Jennifer Ruzicka
Public Relations Coordinator
Virgina Gold
Publications Assistant
Emily Eng

Columnists
Alok Aggarwal; Phillip G. Armour;
Martin Campbell-Kelly;
Michael Cusumano; Peter J. Denning;
Shane Greenstein; Mark Guzdial;
Peter Harsha; Leah Hoffmann;
Mari Sako; Pamela Samuelson;  
Gene Spafford; Cameron Wilson

Contact Points
Copyright permission
permissions@cacm.acm.org
Calendar items
calendar@cacm.acm.org
Change of address
acmcoa@cacm.acm.org
Letters to the Editor
letters@cacm.acm.org

Web SITE
http://cacm.acm.org

Author Guidelines
http://cacm.acm.org/guidelines

Advertising

ACM Advertising Department  
2 Penn Plaza, Suite 701, New York, NY 
10121-0701 
T (212) 869-7440 
F (212) 869-0481

Director of Media Sales
Jennifer Ruzicka 
jen.ruzicka@hq.acm.org

Media Kit acmmediasales@acm.org

editorial Board

Editor-in-chief
Moshe Y. Vardi 
eic@cacm.acm.org

News
Co-chairs
Marc Najork and Prabhakar Raghavan
Board Members 
Brian Bershad; Hsiao-Wuen Hon;  
Mei Kobayashi; Rajeev Rastogi;  
Jeannette Wing

Viewpoints
Co-chairs
Susanne E. Hambrusch; John Leslie King;
J Strother Moore
Board Members 
P. Anandan; William Aspray;  
Stefan Bechtold; Judith Bishop;  
Stuart I. Feldman; Peter Freeman; 
Seymour Goodman; Shane Greenstein; 
Mark Guzdial; Richard Heeks;  
Rachelle Hollander; Richard Ladner;  
Susan Landau; Carlos Jose Pereira de Lucena;  
Beng Chin Ooi; Loren Terveen

 Practice
Chair
Stephen Bourne
Board Members 
Eric Allman; Charles Beeler; David J. Brown; 
Bryan Cantrill; Terry Coatta; Mark Compton; 
Stuart Feldman; Benjamin Fried;  
Pat Hanrahan; Marshall Kirk McKusick; 
George Neville-Neil; Theo Schlossnagle; 
Jim Waldo

The Practice section of the CACM  
Editorial Board also serves as  
the Editorial Board of .

Contributed Articles
Co-chairs
Al Aho and Georg Gottlob
Board Members 
Yannis Bakos; Elisa Bertino; Gilles 
Brassard; Alan Bundy; Peter Buneman;  
Andrew Chien; Peter Druschel;  
Anja Feldmann; Blake Ives; James Larus; 
Igor Markov; Gail C. Murphy; Shree Nayar; 
Lionel M. Ni; Sriram Rajamani;  
Jennifer Rexford; Marie-Christine Rousset; 
Avi Rubin; Fred B. Schneider;  
Abigail Sellen; Ron Shamir; Marc Snir; 
Larry Snyder; Manuela Veloso;   
Michael Vitale; Wolfgang Wahlster;  
Andy Chi-Chih Yao; Willy Zwaenepoel 

Research Highlights
Co-chairs
David A. Patterson and Stuart J. Russell 
Board Members
Martin Abadi; Stuart K. Card; Jon Crowcroft; 
Deborah Estrin; Shafi Goldwasser;  
Monika Henzinger; Maurice Herlihy;  
Dan Huttenlocher; Norm Jouppi;  
Andrew B. Kahng; Gregory Morrisett; 
Michael Reiter; Mendel Rosenblum;  
Ronitt Rubinfeld; David Salesin;  
Lawrence K. Saul; Guy Steele, Jr.;  
Madhu Sudan; Gerhard Weikum;  
Alexander L. Wolf; Margaret H. Wright

Web
Co-chairs
James Landay and Greg Linden
Board Members 
Gene Golovchinsky; Marti Hearst;  
Jason I. Hong; Jeff Johnson; Wendy E. MacKay

 

ACM Copyright Notice
Copyright © 2011 by Association for 
Computing Machinery, Inc. (ACM). 
Permission to make digital or hard copies 
of part or all of this work for personal 
or classroom use is granted without 
fee provided that copies are not made 
or distributed for profit or commercial 
advantage and that copies bear this 
notice and full citation on the first 
page. Copyright for components of this 
work owned by others than ACM must 
be honored. Abstracting with credit is 
permitted. To copy otherwise, to republish, 
to post on servers, or to redistribute to 
lists, requires prior specific permission 
and/or fee. Request permission to publish 
from permissions@acm.org or fax  
(212) 869-0481.

For other copying of articles that carry a 
code at the bottom of the first or last page 
or screen display, copying is permitted 
provided that the per-copy fee indicated 
in the code is paid through the Copyright 
Clearance Center; www.copyright.com.

Subscriptions
An annual subscription cost is included 
in ACM member dues of $99 ($40 of 
which is allocated to a subscription to 
Communications); for students, cost 
is included in $42 dues ($20 of which 
is allocated to a Communications 
subscription). A nonmember annual 
subscription is $100.

ACM Media Advertising Policy
Communications of the ACM and other 
ACM Media publications accept advertising 
in both print and electronic formats. All 
advertising in ACM Media publications is 
at the discretion of ACM and is intended 
to provide financial support for the various 
activities and services for ACM members. 
Current Advertising Rates can be found  
by visiting http://www.acm-media.org or 
by contacting ACM Media Sales at  
(212) 626-0654.

Single Copies
Single copies of Communications of the 
ACM are available for purchase. Please 
contact acmhelp@acm.org. 

Communications of the ACM 
(ISSN 0001-0782) is published monthly 
by ACM Media, 2 Penn Plaza, Suite 701,  
New York, NY 10121-0701. Periodicals 
postage paid at New York, NY 10001,  
and other mailing offices. 

POSTMASTER
Please send address changes to 
Communications of the ACM 
2 Penn Plaza, Suite 701
New York, NY 10121-0701 USA

Printed in the U.S.A.

P
L

E

A
S E  R E C Y

C
L

E

T
H

I

S  M A G A Z

I
N

E
 

mailto:publisher@cacm.acm.org
mailto:permissions@cacm.acm.org
mailto:calendar@cacm.acm.org
mailto:acmcoa@cacm.acm.org
mailto:letters@cacm.acm.org
http://cacm.acm.org
http://cacm.acm.org/guidelines
mailto:jen.ruzicka@hq.acm.org
mailto:acmmediasales@acm.org
mailto:eic@cacm.acm.org
mailto:permissions@acm.org
http://www.copyright.com
http://www.acm-media.org
mailto:acmhelp@acm.org


february 2011  |   vol.  54  |   no.  2  |   communications of the acm     5

ICPS editor’s letter

Over the coming 
years we hope 
the International 
Conference 
Proceedings 
Series will 
emerge as 
a venue that 
is trusted by 
researchers to 
publish novel 
and adventurous 
work of the 
highest possible 
quality.

ICPS Offers Major 
Research Venue
The ACM International Conference 
Proceedings Series (ICPS) has recently  
being relaunched as a publication  
venue for research activities. 
The ICPS complements publications 
from existing ACM-supported venues 
by allowing the results of high-quality 
research meetings not formally spon-
sored by ACM or its SIGs to be distribut-
ed via the ACM Digital Library. Entries 
will carry a distinctive logo indicating 
they are published as an ICPS member. 

First initiated in 2002, the ICPS has 
successfully provided conference orga-
nizers a means of electronically pub-
lishing proceedings that ensures high 
visibility and wide distribution. Over 
400 volumes have been published in the 
last eight years.

The goal is to establish the series as a 
major research venue that is trusted by 
researchers to handle high-quality aca-
demic papers arising from workshops, 
research meetings, and smaller con-
ferences. We wish the series to provide 
a publication outlet for a broad range 
of research meetings that often find it 
difficult to make high-quality research 
available to a broad population. These 
might include:

Research workshops and smaller 
conferences from emerging domains 
seeking to establish new research areas 
in computing. The ICPS offers these 
communities the opportunity to reach a 
broad audience through the ACM Digi-
tal Library. 

Specialist meetings focusing on the 
issues surrounding a detailed research 
domain or topic that tends to have 
smaller numbers of attendees but high 
potential impact. The ICPS offers these 
meetings an archival venue and broad 

distribution across the woldwide com-
puting community. 

Interdisciplinary meetings, where 
researchers work across disciplinary 
boundaries, is of growing importance 
in domains such as cyber-infrastructure 
and e-research. Current topics include  
synthetic biology, privacy, and ethics. 
The ICPS offers an early publication 
venue that spans the various constitu-
ent disciplines involved.

Agenda-setting workshops, where 
leading researchers gather to reflect 
on key critical challenges and debate 
issues surrounding computing and its 
use, are often important in shaping our 
discipline. Publication through the se-
ries allows this work to be shared be a 
broad community. 

The success of the ICPS is first and 
foremost dependant on the quality of 
the work that is published. Over the 
coming years we hope to emerge as 
a venue that is trusted by research-
ers to publish novel and adventurous 
work of the highest possible quality. 
If you are involved in a meeting that 
will produce high-quality research 
you feel would benefit from publica-
tion through the ACM Digital Library, 
I strongly encourage you to provide 
details of your meeting for consider-
ation in the ICPS. Submission details 
can be found at http://www.acm.org/
publications/icp_series.	

Tom Rodden, a professor at the University of Nottingham, 
England, and joint director of the Mixed Reality Laboratory, 
is the editor-in-chief of ICPS.

© 2011 ACM 0001-0782/11/0200 $10.00 

DOI:10.1145/1897816.1897817	 Tom Rodden

http://www.acm.org/publications/icp_series
http://www.acm.org/publications/icp_series
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R
egarding Moshe Y.  Vardi’s 
view of computational 
complexity in his Edi-
tor’s Letter “On P, NP, and 
Computational Complex-

ity” (Nov. 2010), I’d like to add that the 
goal of computational complexity is to 
explore the potential and limitation of 
efficient computation. While P vs. NP 
is a central pivot in that direction, com-
putational complexity is not reduced 
to it exclusively; nevertheless, my com-
ments are limited to P vs. NP. 

P vs. NP refers to the relative dif-
ficulty of finding solutions to compu-
tational problems in comparison to 
checking the correctness of solutions 
to these problems. Common sense 
suggests that finding solutions is more 
difficult than checking their correct-
ness, and it is widely believed that P is 
different from NP. Vardi advocated the 
study of P vs. NP, saying that knowing 
is different from believing and warning 
that beliefs are sometimes wrong. 

The ability to prove a central result 
is connected to obtaining a much-
deeper understanding of the main is-
sues at the core of a field. Thus, a proof 
that P is different from NP is most 
likely to lead to a better understanding 
of efficient computation, and such a 
theoretical understanding is bound to 
have a significant effect on computer 
practice. Furthermore, even ideas de-
veloped along the way, attempting to 
address P vs. NP, influence computer 
practice; see, for example, SAT solvers. 

This does not dispute the claim that 
there is a gap between theory and prac-
tice; theory is not supposed to replace 
but rather inform practice. One should 
not underestimate the value of good 
advice or good theory; neither should 
one overestimate it. Real-life problems 
are solved in practice, but good prac-
tice benefits greatly from good theory.

One should also realize that the spe-
cific formulation of the P vs. NP ques-
tion (in terms of polynomial running 
time) is merely the simplest formula-
tion of a more abstract question. Ditto 
with respect to the focus on worst-case 
complexity. In either case, the current 

formulation should be viewed as a first 
approximation, and it makes sense to 
study and understand it before moving 
forward. 

Unfortunately, we lack good theoret-
ical answers to most natural questions 
regarding efficient computation—not 
because we ask the wrong questions 
but because answering is so difficult. 

Despite our limited understanding 
compared to the questions, we have 
made significant progress in terms 
of what we knew several decades ago. 
Moreover, this theoretical progress has 
influenced computer practice (such as 
in cryptography). It makes sense that 
most of computer science deals with 
actually doing the best it can at the mo-
ment—develop the best computational 
tools, given the current understanding 
of efficient computation—rather than 
wait for sufficient progress in some 
ambitious but distant project. It also 
makes sense that theoretical computer 
science (TCS) helps meet today’s prac-
tical challenges. But it is crucial for a 
particular aspect of TCS—complexity 
theory—to devote itself to understand-
ing the possibilities and limitations of 
efficient computation. 

Oded Goldreich, Rehovot, Israel

Hold Manufacturers Liable
In his Viewpoint “Why Isn’t Cyber-
space More Secure?” (Nov. 2010), Joel 
F. Brenner erroneously dismissed the 
value of making software manufactur-
ers liable for defects, with this misdi-
rected statement: “Deciding what level 
of imperfection is acceptable is not a 
task you want your Congressional rep-
resentative to perform.” But Congress 
doesn’t generally make such decisions 
for non-software goods. The general 
concept of “merchantability and fit-
ness for a given application” applies 
to all other goods sold and likewise 
should be applied to software; the 
courts are available to resolve any dis-
pute over whether an acceptable level 
of fitness has indeed been met. 

In no other commercial realm do 
we tolerate the incredible level of un-

reliability and insecurity character-
istic of today’s consumer software; 
and while better engineering is more 
challenging and the software industry 
could experience dislocations as its 
developers learn to follow basic good 
engineering practices in every product 
they bring to market, that lesson does 
not excuse the harm done to consum-
ers from not employing basic good en-
gineering practices. 

L. Peter Deutsch, Palo Alto, CA 

Author’s Response: 
The challenge is in writing standards that 
would improve security without destroying 
creativity. “Basic good engineering” is not a 
standard. A “merchantability and fitness” 
standard works for, say, lawnmowers, 
where everyone knows what a defect looks 
like. It doesn’t work for software because 
defining “defect” is so difficult, and the stuff 
being written is flying off the shelves; that 
is, it’s merchantable. It’s also sold pursuant 
to enforceable contracts. So while courts 
are indeed available to resolve disputes, 
they usually decide them in favor of the 
manufacturer. Deutsch and I both want to 
see more secure and reliable software, but, 
like it or not, progress in that direction won’t 
be coming from Congress. 

Joel F. Brenner, Washington, D.C. 

Code Syntax Is Understanding 
In his article “Sir, Please Step Away 
from the ASR-33!” (Nov. 2010), Pohl-
Henning Kamp was deliberately pro-
vocative regarding programming lan-
guage syntax, but his arguments were 
confused and off the mark. To call 
attention to new directions available 
to language designers, he focused on 
syntax, and surprisingly, complained 
about the “straightjacket” imposed 
by ASCII but also made a good point 
regarding the importance of “express-
ing our intentions clearly.” Still, he 
distorted the role of “syntax,” which 
involves critical goals beside “expres-
sivity,” including machine interpreta-
tion, amenability to formal analysis, 
efficiency (in many dimensions), and 

Shine the Light of Computational Complexity
DOI:10.1145/1897816.1897818		
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persistence over time. A computer lan-
guage also concerns communicating 
with the computer. 

Kamp seemed to conflate the for-
mal syntax of a language with a variety 
of presentation and communication 
issues in programming environments, 
rather than with the language itself. 
His examples even demonstrated my 
point; no matter what the formal syn-
tax, contemporary tools can overlay 
useful semantics, making it much eas-
ier for humans to express their ideas. 
Why in the world would we want to en-
shrine the vagaries of human percep-
tion and cognition in the syntax of a 
computer language? 

I also have reservations about many 
of Kamp’s suggested improvements. 
He clearly privileges “expression” over 
“communication,” and his reference to 
using color and multi-column layouts 
is highly problematic. These concepts 
make assumptions about the techni-
cal capabilities available to users that 
are as likely to change as the perceived 
technical constraints that led to the 
syntax of C. Despite his intention to be 
provocative, Kamp was also quite con-
servative in his technological assump-
tions, staying with two dimensions, 
eschewing sound, ignoring handheld 
technology, and generally expecting 
WIMP interfaces on commodity PCs. 

I find the biggest problem with pro-
gramming languages involves under-
standing, not expression. I’m probably 
typical in that I’ve read far more code 
than I’ve written, most of it by strang-
ers in contexts I can only guess. Many 
of my toughest challenges involve un-
raveling the thoughts of these other 
programmers based on limited evi-
dence in the code. For the reader, add-
ing color coding, complex nonlinear 
texts, and thousands of glyphs means 
only more cognitive load. It’s diffi-
cult enough to “execute C/Java/etc in 
my head”; mapping complex, multi-
colored hypertext to formal logic only 
makes it more difficult. 

Kamp made a great case for why hu-
mans should never see programming 
languages, just like they should never 
see XML or RDF. They should express 
themselves through environments that 
promote communication by humans, 
with the added ability for the machine 
to generate correct code (in multiple 
languages) as needed. While such 

communication could be implement-
ed through a programming language, 
the language itself would need features 
not generally found in conventional 
languages, including semantics (not 
easy to define or express) that model 
displays and layouts. 

All in all, I thank Kamp for his com-
ments, but ASCII isn’t the heart of the 
matter. The real heart is the design of 
programming environments. 

Robert E. McGrath, Urbana, IL 

Author’s Response: 
As desirable as McGrath’s vision might be, in 
a trade where acrophobia is the norm, giant 
leaps may be ineffective. So while others 
work on the far future, I am happy to start 
the stairs that will eventually get us there. 

Poul-Henning Kamp, 
	 Slagelse, Denmark 

Credit Due for Tandem’s 
Hardware and OS
Joe Armstong explained in his article 
“Erlang” (Sept. 2010) how a program-
ming language originally developed for 
“building high-performance telecom 
switches” is today used for a range of 
high-availability, scalable applications, 
but I would like to clarify two parts of 
that explanation: The first was saying, 
“This technique was used by Jim Gray2 

in the design of the fault-tolerant Tan-
dem computer.” Gray made major con-
tributions at Tandem, but by late 1980, 
when he joined the company, its fun-
damental hardware and operating sys-
tem fault-tolerance techniques were 
already established. Assigning credit 
accurately for the various aspects of a 
large and complex system design (such 
as Tandem’s NonStop systems) may 
be tricky, but Barlett1 and Katzman4 
were key contributors to the hardware 
and the operating system, respectively. 
Bartlett’s paper acknowledged Dennis 
McEvoy, Dave Hinders, Jerry Held, and 
Robert Shaw as contributing to design, 
implementation, and testing. Finally, 
the co-inventors listed on the first pat-
ent granted on the Tandem system, 
4,228,496, October 14, 1980, filed Sep-
tember 7, 1976, were: Katzman, James 
A. (San Jose, CA); Bartlett, Joel F. (Palo 
Alto, CA); Bixler, Richard M. (Sunny-
vale, CA); Davidow, William H. (Ather-
ton, CA); Despotakis, John A. (Pleasan-

ton, CA); Graziano, Peter J. (Los Altos, 
CA); Green, Michael D. (Los Altos, CA); 
Greig, David A. (Cupertino, CA); Hayas-
hi, Steven J. (Cupertino, CA); Mackie, 
David R. (Ben Lomond, CA); McEvoy, 
Dennis L. (Scotts Valley, CA); Treybig, 
James G. (Sunnyvale, CA); and Wieren-
ga, Steven W. (Sunnyvale, CA). 

Armstrong also said, “Adding trans-
actions is easy,” then sketched an im-
plementation. While the implemen-
tation may be useful in the telecom 
world, it does not handle the durability 
provided by database transactions; see, 
for example, Gray and Reuter.3 

Paul McJones, Mountain View, CA 
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Author’s Response: 
McJones is correct in saying the 
transactions described in my article are 
nondurable. Database transactions with 
ACID—atomicity, consistency, isolation, 
durability—properties are provided by the 
mnesia database included in the Erlang 
distribution. The purpose of that section 
was not to cover kinds of transactions 
but to show the ease a particular type of 
nondurable transaction involving an in-
memory reversion to an earlier state could 
on failure be accomplished through single-
assignment variables. 

Joe Armstrong, Stockholm 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org. 
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In the Virtual Extension
To ensure the timely publication of articles, Communications created the Virtual Extension (VE) 
to expand the page limitations of the print edition by bringing readers the same high-quality 
articles in an online-only format. VE articles undergo the same rigorous review process as those  
in the print edition and are accepted for publication on merit. The following synopses are from 
articles now available in their entirety to ACM members via the Digital Library.

viewpoint
DOI: 10.1145/1897816.1897846

The Need for a New Graduation 
Rite of Passage
John K. Estell and Ken Christensen 

The use of computers is pervasive 
throughout our society. Given the ever-
increasing reliance placed upon software, 
graduates from computing-related degree 
programs must be more aware than ever 
of their responsibilities toward ensuring 
that society is well served through their 
creative works. The authors propose a 
new organization establishing a rite-of-
passage ceremony for students graduating 
in the computing sciences that is similar 
in nature and scope to the Ring Ceremony 
employed by the Order of the Engineer 
for students graduating from engineering 
programs. This new organization is solely 
intended to promote and recognize the 
ethical and moral behavior in graduates 
of computing-related degree programs 
as they transition to careers of service to 
society. 

The proposal is not a call for 
accreditation, licensure, or certification 
at any level. It is also not a call for 
the formation of a new professional 
society such as ACM. The proposed new 
organization would not be a membership 
organization; there would be no meetings, 
no conferences, and no annual dues. 
Its sole purpose would be to facilitate 
and promote a rite-of-passage ceremony 
where students take a pledge to affirm and 
uphold the ethical tenets of the profession 
they are about to enter. 

Two institutions—Ohio Northern 
University and the University of South 
Florida—have already experimented with 
this concept. The authors seek to start 
a larger conversation on this concept by 
soliciting input from the community on 
what they believe is a significant need 
for an organization that can benefit both 
graduates and the computing profession.

contributed article
DOI: 10.1145/1897816.1897847

10 Scientific Problems  
in Virtual Reality
Qinping Zhao 

Virtual reality was one of the 14 Grand 
Challenges identified as awaiting 
engineering solutions announced in 
2008 by the U.S. National Academy of 
Engineering. In this article, the authors 
explore 10 related open VR challenges, 
with hoped-for potential breakthroughs 
promising to advance VR techniques and 
applications. 

VR today is being applied in multiple 
contexts, including training, exercise, 
engineering design, and entertainment, 
while also serving as a research tool in such 
fields as neuroscience and psychology, as 
explored in Michael Heim’s pioneering 
1993 book Metaphysics of Virtual Reality. 
More recently, scholars have described 
the Internet itself as representing a virtual 
world modeling its real-world counterpart. 
The relationship between VR and its 
application fields is, in terms of expression 
and validation, like the relationship 
between mathematics and physics, while 
VR is attracting attention from a growing 
number of governments and science/
engineering communities. Along with the 
NAE Committee on Engineering 14 Grand 
Challenges, the Chinese government’s 
2006 report Development Plan Outline 
for Medium- and Long-Term Science and 
Technology Development (2006–2020) and 
the Japanese government’s 2007 long-
term strategic report Innovation 2025 both 
included VR as a priority technology worthy 
of development. 

VR has also emerged as an important 
research area for many Chinese 
universities and research institutes. For 
example, Zhejiang University in Hangzhou 
and Tsinghua University in Beijing 
are known for realistic modeling and 
rendering; Peking University in Beijing 
focuses on computer vision and human-
machine interaction; the Beijing Institute 
of Technology in Beijing emphasizes 
head-mounted displays; and the Institute 
of Computing Technology of Chinese 
Academy of Sciences in Beijing has made 
significant progress in crowd simulation. 

review article
DOI: 10.1145/1897816.1897848

Are the OECD Guidelines  
at 30 Showing Their Age?
David Wright, Paul De Hert,  
and Serge Gutwirth

Three decades have passed since the 
Organisation for Economic Co-operation 
and Development (OECD) promulgated 
Guidelines on the Transborder Flows 
of Personal Data, and still the issue of 
transborder flows of data continues 
to plague policymakers, industry, 
and individuals who have no idea 
what happens to their data once it is 
transmitted beyond their national 
jurisdictions. This article briefly reviews 
what happened in the 1970s, the factors 
that led to production of the guidelines, 
and some of their key points. The authors 
highlight the success of the guidelines, 
but also the shortcomings, and what 
is happening now to bridge the gap. 
They ask the defining question: “Is an 
international binding convention or 
standard still needed?” 

In the 1970s, the decade before the 
OECD Guidelines were promulgated, 
some countries had already begun to 
enact privacy laws applicable to the public 
and private sectors, including Germany, 
France, Sweden, and the U.S. In the seven-
year stint between 1973 and 1980, one-
third of the OECD’s 30 member countries 
enacted legislation intended to protect 
individuals against abuse of data related 
to them and to give individuals the right 
of access to data with a view to checking 
their accuracy and appropriateness. 
Some countries were enacting statutes 
that dealt exclusively with computers 
and computer-supported activities. 
Other countries preferred a more general 
approach irrespective of the particular 
data processing technology involved. 
The OECD became concerned that these 
disparities in legislation might “create 
obstacles to the free flow of information 
between countries.”

http://doi.acm.org/10.1145/1897816.1897846
http://doi.acm.org/10.1145/1897816.1897847
http://doi.acm.org/10.1145/1897816.1897848
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been built. One person basically said it 
was “lipstick on a pig.” Design is more 
than just the surface layer of the visual 
interface. It’s also about understand-
ing how people work and play, how 
things fit into their lives, how people 
see and understand things, what prob-
lems they have, and how to craft a 
product that fits these constraints.

Fourth, designers have no real pow-
er in most organizations. They are typi-
cally brought in as consultants, but 
cannot force (sometimes necessary) 
changes to happen.

Fifth, a lot of people in technical 
professions just don’t “get” design. 
They think it’s just putting on a pretty 
interface or worse, the equivalent of 
putting pink flamingos on one’s lawn. 
A lot of this is due to education in com-
puter science programs today, which 
focuses heavily on algorithms and en-
gineering, but leaves little room for 
behavioral science, social science, the 
humanities, and any form of design, 
whether it be industrial design, graph-
ic design, or interaction design.

Overall, this issue of design is a 
fundamental problem that industry 
doesn’t quite know how to get its head 
around. Just hiring an interaction de-
signer isn’t enough. Improving the 
ratio of developers to designers isn’t 
enough. With the advent of trends 
like “design thinking,” the increasing 
number of human-computer inter-
action degree programs, and visibly 
great products, people are starting to 
realize that design really matters, but 
just don’t know how to go about mak-
ing it a fundamental way for organi-

Jason Hong
“Why is Great  
Design so Hard?”
http://cacm.acm.org/
blogs/blog-cacm/96476

I want to take a slight 
detour from usable privacy and secu-
rity to discuss issues of design. I was 
recently at the Microsoft Faculty Sum-
mit, an annual event where Microsoft 
discusses some of the big issues and 
directions they are headed. 

In one of the talks, a designer at Mi-
crosoft mentioned two data points I’ve 
informally heard before but had never 
confirmed. First, the ratio of develop-
ers to user interface designers at Mi-
crosoft is 50:1. Second, this ratio is bet-
ter than any other company out there. 

As someone who teaches human-
computer interaction, I wanted to 
push on this point, so I asked the hard 
question: “On a relative and absolute 
scale, Microsoft has more design-
ers than Apple or Google. However, I 
think most people would argue that 
Apple and Google have much better 
and easier-to-use products. Is it an or-
ganizational issue, a process issue, a 
skills issue? What do I tell the students 
I teach?”

I want to make clear that my question 
wasn’t meant to be negative of Micro-
soft specifically. It actually hits on a per-

vasive issue facing the software industry 
today: How do we effectively incorporate 
great design into products? Because, to 
be blunt, a lot of user interfaces today 
are just plain bad. Painfully bad. 

Companies like Nintendo, Apple, 
Google, and Amazon have proven that 
good design matters. Why haven’t 
other companies followed suit? Or 
perhaps the real question is, Why 
haven’t other companies been able to 
follow suit?

I discussed this issue with a lot of 
people at the faculty summit and in 
Silicon Valley. I used Microsoft as my 
example, but I think the same prob-
lems apply to pretty much every soft-
ware company. 

People offered five explanations. 
The first is the “geek culture” where 
engineers rule. At most software 
companies, there has never been a 
strong mandate at the top for great 
design. Instead, engineers tend to 
have wide latitude for features and 
implementation. 

Second, there is often no one in 
charge of the overall interaction and 
user experience. As such, there tends 
to be no consistency and unified flow 
for how a system looks and feels. 

Third, designers tend to be brought 
in the process too late, to do superfi-
cial work on a system that has already 

Matters of Design  
Jason Hong considers how software companies could  
effectively incorporate first-rate design into their products.
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zations to make software rather than 
just “lipstick on a pig.” The problem 
becomes even harder when the system 
combines hardware, software, and 
services, which describes pretty much 
every system we will have in the future.

I want to make clear that we, as re-
searchers and educators, don’t know 
the answer either. But, in my next blog 
entry, I’ll write about my discussion 
with someone who used to work at 
Apple, with some insights about how 
its process works. I’ll also be visiting 
Google next week, so I’ll be sure to ask 
them these same questions.

P.S. I want to get your comments 
and feedback, but please don’t use the 
word “intuitive,” talk about “dumbing 
down interfaces,” or say that users are 
“dumb, stupid, and naïve.” These are 
signals that you really don’t know what 
you’re talking about. And, yes, not all 
interfaces have to be walk-up-and-use.

Readers’ comments
On one side we have the “geek culture” 
people, oblivious of what happens to the 
user, doing self-referential design. On the 
other hand, we have the designers with 
their MacBooks, reluctant to delve into 
technical issues.

Between them there is a void that 
supports the “nobody is in charge” stance. 
Actually, the void was created before 
everything happened, before the software 
was written and way before the designers 
cringed. The void is, in fact, the lack of a 
usable user interface (UI) definition in the 
requirements and software design stages. 
If it´s not specified then, the outcome might 
be anything. For example, the outcome 
might be a good UI every now and then, as 
it happens nowadays, making you say “a lot 
of user interfaces today are just plain bad.”

Functional analysts and software 
architects have to raise the flag, not 
graphics designers.

See, for example, some writings by 
Larry Constantine. He got it many years 
ago, and he is a geek like Alan Cooper and 
Jakob Nielsen. Not a designer. See http://
www.foruse.com/articles/whatusers.htm 
or other articles in http://www.foruse.com/
publications/index.htm.

The design activity that determines the 
usability of a nontrivial UI is the one that 
happens before writing the first line of code. 
Moreover, before starting to envision a 
disposable prototype.

—Juan Lanus

Many of these observations are 
spot on—even uncomfortably accurate. 
However, perhaps a missing observation 
is that these five different issues are not 
independent and many share a similar 
root cause. Much of it comes down to 
the leadership in the company and the 
resulting decision-making processes. 
Projects, resources, and timelines are 
typically dictated at a very high level, 
often by those who exclusively focus on a 
multiyear competitive business strategy. 
That calculus is generally of the form “To 
improve our performance in market X, we 
need to create product Y, with features Z by 
Q2 of next year because our competitors A, 
B, C are likely releasing E, F, and G.”

The notion of “good design” ends up 
becoming a product “feature” that just like 
any other feature has to be scoped and 
completed by a particular deadline and 
preferably not revisited. Good design is 
typically not at the essence of a product’s 
reason for existing. More often than not, 
projects are green-lit based solely on 
whether there is a pressing business 
need, rather than on the belief something 
genuinely great could or should be created. 
This core issue, in my opinion, sets into 
place a series of processes, priorities, 
and corporate culture that accounts for 
nearly all of your observations. Prioritizing 
good design requires a culture where 
by “creating a great experience” is a 
slightly higher priority than “maintaining 
a strategically competitive market share.” 
It’s a little bit of a “built it and they will 
come” mentality—which, understandably, 
is not a pill many executives readily 
swallow, especially if their compensation is 
connected to the stock price.

Occasionally, business needs and good 
hw/sw/ux design do happen to align. But 
it is fairly rare. A leadership team that can 
see past the battlefield of business needs 
with enough vision and taste to identify 
the seedlings of a great and profitable 
experience … is rarer still.

—Johnny Lee

I’d change the question to “Why is great 
design so infrequent?” because we have 
solved much harder problems. It requires 
a leader who needs to enforce the principle 
of profitability—i.e., “We are going to design 
a product that will outsell our competitors’ 
products because they will want to buy 
it”—and the infrequency of great design is 
a result of the infrequency of these leaders. 
I suspect they are often only one person 
who comes to the project with a picture 
of what is needed…. [Y]ou don’t need 50 
design engineers; rather, what’s needed is 
one responsible “profit” engineer—one who 
is willing to delay each step of development 
until trial users give their feedback. You 
can’t predict what users will want, but you 
can put prototypes in their hand and have 
them tell you what they want. 

—Neil Murphy

Jason Hong responds
One of the goals of emerging human-
computer interaction programs is to 
cross-train “Renaissance teams” that 
can combine the best of design, com-
puter science, and behavioral science.

I take the term “Renaissance team” 
from Randy Pausch, who noted that 
given the scope of knowledge today, 
“Renaissance man” is a near impossi-
bility today. Plus, people tend to listen 
to me more when I quote him. :-) 

On the computer science side, I’ve 
been advocating that all computer sci-
ence undergrads should be required 
to take at least 1) a machine learning 
course, and 2) a human-computer in-
teraction course. My rationale is that 
these two themes are fundamental to 
the future of computer science. Taking 
a machine learning course is an easy 
sell in CS departments and starting to 
happen, but it’s less so with HCI.

I’m not sure yet what to advocate 
on the design and behavioral science 
side of things, though.	

Jason Hong is an assistant professor of computer science 
at Carnegie Mellon University. 
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Jason Hong

“This issue of  
design is a 
fundamental  
problem that  
industry doesn’t  
quite know  
how to get its  
head around.”
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Calls to update the peer-review publishing model to accommodate the rise in on-
line publishing (http://cacm.acm.org/magazines/2011/1/103232) raise a question 
about the durability of print publications and of the printed magazine version of 
Communications of the ACM. How long will it last? ACM asked this very question 
in 2006 before starting the Communications revitalization project. “We talked to 
numerous ACM members about their expectations for the flagship publication. 
We explicitly asked whether they would like to continue to see Communications 
as a print publication,” says Communications Editor-in-Chief Moshe Y. Vardi. 
“The vast majority expressed a strong desire to continue to see Communications 
in print.” 

Members want multiple formats, including print. Institutional libraries and 
individual members like print for archival reasons and for “ease of use,” says 
Scott Delman, ACM’s Director of Group Publishing. “Until this demand com-
pletely or significantly disappears, publishers will likely still continue to print 
paper issues.” 

While commercial publishers struggle to update their business models, ACM 
and other scholarly publishers have already made a capable transition from 
print to digital media. 

Half of commercial publishers generated less than 10% of their 2009 revenue 
through e-media, according to Folio magazine (http://www.foliomag.com/2009/
e-media-reality-check). In contrast, “most mid-sized to large [scholarly] publish-
ers currently experience something like 85% to 90% of their revenues from online 
business,” Delman says. ACM has been a predominantly digital publisher for a 
number of years, he says. 

Even so, the forecast for print is fuzzy. “I am convinced that we will not have a 
print issue of Communications in 25 years, but it is hard to predict when it will go 
away,” says EiC Vardi. Change will start, says BLOG@CACM blogger Ed Chi of the 
Palo Alto Research Center, with scholarly journals going paperless and digitally 
publishing online first. “This will happen gradually, and only if there are ways to 
manage the publication process, and the archival aspect of publications.” 

Newer, dynamic digital formats will also marginalize print media. “More and 
more, there is experimentation with delivery in mobile-friendly formats, but it is 
fair to say that these formats will not likely supplant print or Web-based formats 
for some time,” Delman says. With its development of a mobile Web site and 
mobile apps, Communications will continue to follow the technology curve of 
e-readers and tablet computers, Vardi says. “At some point in the future, the user 
experience of reading on mobile devices will be so good that print will start fad-
ing away as an anachronism.”

Digital media will free Communications from the constraints of print, Vardi 
says. “As we gradually shift the focus from print to digital publishing, the articles 
we publish will become less textual and less linear, and will take advantage of 
the flexibility and richness of the digital medium. I can imagine in the not-too-
distant future an article on computational whiskey making, where the reader 
can actually smell the whiskey!” 

Salut! 

End of Days for 
Communications in Print? 

DOI:10.1145/1897816.1897821	 David Roman

ACM 
Member 
News
An Advocate for  
Women in India 

Gayatri 
Buragohain, 
India’s ACM-W 
Ambassador 
and a member 
of the ACM 
India Council, 

is an outspoken advocate for 
women in India who face an 
opportunity deficit due to a legacy 
of gender bias. Buragohain 
founded the nonprofit Feminist 
Approach to Technology (FAT) in 
2007, and was the recipient of the 
Anita Borg Institute’s Change 
Agent Award for 2010 for her 
advocacy and mentoring efforts.

“Sadly, there is not much 
awareness about women’s 
role in technology in India,” 
Buragohain says. “My 
motivation for starting FAT 
was to create awareness and 
encourage discussions and 
actions to bridge the gap.”

Based in New Delhi, 
Buragohain not only focuses 
on providing local women 
with technical training and 
vocational guidance through 
FAT, but also leads a company 
called Joint Leap Technologies, 
a technology consulting and 
development firm that works 
closely with the FAT training 
center and serves as its primary 
financial donor.

Buragohain says her 
advocacy efforts could be 
significantly aided by more 
studies that are specific to 
India and address the concerns 
she is raising. “The concept 
of women’s rights is not very 
popular in India,” Buragohain 
says. “While there are a lot of 
efforts to eradicate violence and 
discrimination against women, 
most women are unaware of 
these efforts.”

Looking ahead, Buragohain 
says she is optimistic 
that education and work 
opportunities will improve 
through policy changes 
designed to counteract long-
standing stereotypes about 
women not being adept at 
scientific or analytical work. 
“When we talk of a world of 
equality and gender justice, 
equal participation of women 
in decision-making is a must,” 
she says.

—Kirk L. Kroeker

http://cacm.acm.org/magazines/2011/1/103232
http://www.foliomag.com/2009/e-media-reality-check
http://www.foliomag.com/2009/e-media-reality-check
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Chipping Away at 
Greenhouse Gases 
Power-saving processor algorithms have the potential  
to create significant energy and cost savings. 

Technology  |  doi:10.1145/1897816.1897823	 Gregory Goth

tions that haven’t been answered, and 
NSF funding might help answer them,” 
Kant says. “These have been linger-
ing for quite some time. For instance, 
when you look at the question of how 
much energy or power you really need 
to get some computation done, there 
has been some research, but it tends 

T
he in f or mation technol-

ogy  industry is in the van-
guard of “going green.” Proj-
ects such as a $100 million 
hydro-powered high-perfor-

mance data center planned for Holy-
oke, MA, and green corporate entities 
such as Google Energy, the search gi-
ant’s new electrical power subsidiary, 
are high-profile examples of IT’s big 
moves into reducing the greenhouse 
gases caused by computers.

However, the true benefits of such 
projects are likely to be limited; most 
users in areas supplied by coal, oil, or 
natural gas-fired power plants would 
likely find it difficult to change to a ful-
ly sustainable supply source.

These market dynamics have not 
been lost on government research di-
rectors. Agencies such as the U.S. Na-
tional Science Foundation (NSF) have 
begun encouraging just the sort of 
research into component-level power 
management that might bring signifi-
cant energy savings and reduced cli-
matic impact to end users everywhere 
without sacrificing computational 
performance.

In fact, the NSF has held two work-
shops in the newly emphasized sci-
ence of power management, one in 

2009 and one in 2010. Krishna Kant, a 
program director in the Computer Sys-
tems Research (CSR) cluster at the NSF, 
says the power management project is 
part of the NSF’s larger Science, Engi-
neering, and Education for Sustain-
ability (SEES) investment area.

“There are some fundamental ques-

An intelligent power-management application, Granola uses predictive algorithms to 
dynamically manage frequency and voltage scaling in the chips of consumer PCs.
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to be at a very, very abstract level to the 
extent it’s not very useful.”

Thermal Head Start 
However abstract the state of some of 
the research into power management 
might be, basic computer science has 
given the IT industry a head start over 
other industries in addressing power 
issues. Whereas an auto manufacturer 
could continue to make gas-guzzling 
vehicles as long as a market supported 
such a strategy, two factors in particu-
lar have focused microprocessor de-
signers’ efforts on the imperatives of 
power efficiency.

One of the factors is the thermal 
limitations of microprocessors as each 
succeeding generation grew doubly 
powerful per unit size. The other is the 
proliferation of laptops and mobile 
computing devices, which demand ad-
vanced power management features to 
extend battery life. Kirk Cameron, asso-
ciate professor of computer science at 
Virginia Polytechnic Institute, says this 
shift in product emphasis has given 
engineers working on power manage-
ment theories more tools with which 
to work on the central processing unit 
(CPU); these chips are also installed on 
desktop machines and servers as chip 
manufacturers design one family for 
numerous platforms, based on over-
all market demand. Examples of these 
tools include application program-
ming interfaces such as Intel’s Speed-
Step and AMD’s PowerNow, which al-
low third-party software to dynamically 
raise or lower the frequency of cycles 
and the voltage surging through the 

processor, depending on the computa-
tional load at any given time. 

However, the default power man-
agement schemes supported by cur-
rent operating systems, which allow 
users to specify either a high-perfor-
mance or battery-maximizing mode on 
laptops, for instance, have numerous 
handicaps, including their static na-
ture. The fact they need to be manually 
configured hampers their popularity.

Some power-management prod-
ucts, incubated by university re-
searchers, are already available to 
dynamically manage power within a 
computer’s CPU. Cameron is also the 
CEO of Miserware, a startup funded in 
part by an NSF Small Business Innova-
tion Research Grant. Miserware pro-
duces intelligent power-management 
applications—called Granola for con-
sumer PCs and Miserware ES for serv-
ers—that use predictive algorithms to 
dynamically manage frequency and 
voltage scaling. Company benchmarks 
claim that users can reduce power us-
age by 2%–18%, depending on the ap-
plication in use; best savings are gen-
erated by scaling down power during 
low-intensity activities.

Granola was launched on Earth Day 
last year, and has 100,000 downloads. 
Cameron says the dynamic voltage and 
frequency scaling (DVFS) technology is 
very stable, available on most systems, 
and “kind of the low-hanging fruit” in 
power management.

Susanne Albers, professor of com-
puter science at Humboldt University 
of Berlin, believes speed scaling will be 
a standard approach to power manage-

ment for some time. “I am confident 
that dynamic speed scaling is an ap-
proach with a long-term perspective,” 
she says. “In standard office environ-
ments the technique is maybe not so 
important. However, data and comput-
ing centers, having high energy con-
sumption, can greatly benefit from it.”

Multicore Architectures
Ironically, although the DVFS technol-
ogy is currently the most ubiquitous 
power management solution for pro-
cessors, Cameron and other research-
ers say new fundamentals of comput-
ing architecture will mandate wholly 
different solutions sooner rather than 
later.

The onset of mass production of 
multicore processors, for example, 
is mandating that researchers begin 
practically anew in exploring speed 
scaling approaches.

“Generally speaking, there exists a 
good understanding of speed scaling 
in single processor systems, but there 
are still many challenging open ques-
tions in the area of multicore architec-
tures,” Albers notes.

“The new technologies bring new al-
gorithmic issues,” says Kirk Pruhs, pro-
fessor of computer science at the Uni-
versity of Pittsburgh, and an organizer 
of both NSF workshops. For instance, 
if a heterogeneous-cored processor is 
programmed correctly, the utility of us-
ing frequency and voltage scaling at all 
might be moot—applications needing 
lower power can be sent to a slower core.

However, Pruhs says programming 
these will be “much more algorithmi-

The ACM Fellow program was 
established by the ACM Council 
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that advance the arts, sciences, 
and practices of information 
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division multiplex technologies, or 
a Carrier Sense Multiple Access ap-
proach akin to Ethernet topology, in 
which nodes about to transmit can 
first “sense” whether or not a network 
is idle before proceeding.

He says this principle can apply to 
any scenario, be it a Wi-Fi network or a 
bus protocol on a motherboard. “Doing 
nothing well and being able to respond 
to asynchronous events anyway is the 
key to power proportionality, and can 
apply across the board,” says Culler.

Management From a Chip
Market demand for dynamically provi-
sioned processors is still an unknown. 
Albers says processor-level power man-
agement is not particularly viewed as a 
critical issue among European users.

“Energy and environmental issues 
have always received considerable at-
tention in Europe. However, the typi-
cal person is probably more concerned 
about energy consumption in his 
household and private car than about 
the consumption of his PC or laptop,” 
Albers observes.

IBM has placed a bet on combining 
chip-level energy allotment with the 
network architectures of homes and 
offices. The company has introduced 
fabricating technology for dedicated 
power management chips that control 
power usage while they communicate 
wirelessly in real time with systems 
used to monitor smart buildings, en-
ergy grids, and transportation systems. 
The main function of power-manage-
ment chips is to optimize power usage 

and serve as bridges so electricity can 
flow uninterrupted among systems 
and electronics that require varying 
levels of current.

Meyerson says that, while reducing 
battery usage on end user devices may 
be sexy, “that’s not the win for society. 
The win for society is when there’s an 
area of a building and the sensors over a 
period of time crawl through all the data 
of the occupancy of all the offices, and 
they autonomically adjust for the fact 
this is Paris in August—and in Paris in 
August people just aren’t showing up.”

IBM estimates the new technology 
can cut manufacturing costs by about 
20% while allowing for the integration 
of numerous functions, resulting in 
one chip where previously three or four 
were needed. Meyerson says the tech-
nology can work for any appropriate al-
gorithm researchers can come up with.

“Discovery algorithms that can look 
ahead and be predictive instead of re-
active can be incredibly important,” he 
says. “What we are doing is ensuring 
that if they come up with a solution, 
there’s a way to execute it in a single 
chip, in a very efficient, synergistic way. 
It is a real footrace to stay ahead of the 
energy demands of society and IT.”	
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cally difficult for the operating system 
to manage, and the same thing hap-
pens in memories. The fact everything 
is changing means you have to go back 
and reexamine all the algorithmic is-
sues that arise.”

In the case of power management 
in a parallel environment, Cameron 
says his research has shown that one 
cannot take the principles of Amdahl’s 
Law for parallelization—which states 
that any parallelized program can only 
speed up at the percentage of a given 
task within that program not run se-
rially—and get a correct assumption 
about power savings by simply taking 
into account the processors running a 
given application.

“In Amdahl’s Law, you have one 
thing that changes, the number of 
processors,” Cameron says. “In our 
generalization, we ask what if you 
have two observable changes? You 
might think you could apply Amdahl’s 
Law in two dimensions, but there are 
interactive effects between the two. In 
isolation, you could measure both of 
those using Amdahl’s Law, but it turns 
out there is a third term, of the com-
bined effects working in conjunction, 
and that gets missed if you apply them 
one at a time.”

Doing Nothing Well
In the long term, power management 
may borrow from sensor networks and 
embedded systems, which have exten-
sively dealt with power constraints. 
Both David Culler, professor of com-
puter science at the University of Cali-
fornia, Berkeley, and Bernard Meyer-
son, vice president of innovation at 
IBM, cite the disproportionally large 
power demands of processors doing 
little or no work as an area where great 
savings may be realized.

Culler says processor design might 
take a lesson from network sensor de-
sign in principle. Measuring perfor-
mance during active processing “talk” 
time is misplaced, he says. Instead, 
efficiency must be introduced while 
awaiting instruction—“talk is cheap, 
listening is hard.”

Culler says theories behind effec-
tively shutting down idle processors 
(“doing nothing well”) essentially fall 
into two basic camps that “hearken 
back to dark ages”—the principles 
following Token Ring or other time 

In the long term, 
processor power 
management 
may borrow from 
sensor networks 
and embedded 
systems, which have 
extensively dealt with 
power constraints.
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Information Theory 
After Shannon 
Purdue University’s Science of Information Center seeks  
new principles to answer the question ‘What is information?’

I
n a sense,  Claude Shannon 
invented the Internet. An elec-
tronic engineer at Bell Labs, 
Shannon developed informa-
tion theory in “A Mathemati-

cal Theory of Communication,” a 
landmark paper published in 1948. By 
quantifying the limits to which data 
could be compressed, stored, and 
transmitted, he paved the way for high-
speed communications, file compres-
sion, and data transfer, the basis for 
the Internet, the CD and the DVD, and 
all that they entail. Now scientists at 
Purdue University, with a $25 million, 
five-year grant from the U.S. National 
Science Foundation, have created the 
Science of Information Center with the 
goal of moving beyond Shannon. They 
aim to develop principles that encom-
pass such concepts as structure, time, 
space, and semantics. These principles 
might help design better mobile net-
works, lead to new insights in biology 
and neuroscience, drive research in 
quantum computing, and even aid our 
understanding of social networks and 
economic behavior.

“Whether we will build a new the-
ory or not remains to be seen,” says 
Wojciech Szpankowski, professor of 
computer science at Purdue Univer-
sity and leader of the project, which in-
cludes some 40 researchers at nine uni-
versities. “It’s definitely time, after 60 
years, to revisit information theory. It’s 
basically communication and storage 
today, but we need to go beyond that.”

In Shannon’s theory, information, 
which consists of bits, is that which 
reduces a recipient’s statistical uncer-
tainty about what a source transmit-
ted over a communications channel. 
It allows engineers to define the ca-
pacity of both lossless and lossy chan-
nels and state the limits to which data 
can be compressed. Shannon theory 
ignores the meaning of a message, 

focusing only on whether the 1s and 
0s of binary code are being transmit-
ted accurately. It doesn’t care about 
the physical nature of the channel; 
information theory is the same for a 
telegraph wire or a fiber optic cable. 
And it assumes infinite delay, so a re-
ceiver has all the time it needs to re-
ceive and recognize a signal.

Szpankowski argues that informa-
tion goes beyond those constraints. 
Another way to define information is 
that which increases understanding 
and that can be measured by whether 
it helps a recipient to accomplish a 
goal. At that point, semantic, tempo-
ral, and spatial factors come into play. 
If a person waiting for a train receives 
a message at 2 p.m. saying the train 
leaves at 1 p.m., the message contains 
essentially no information. In mobile 
networks, the value of information 
can change over the time it takes to 
transmit it because the person receiv-
ing it has moved; instructions to make 
a left turn are pointless, for example, 
if the driver has already passed the in-
tersection. And there’s no good way to 
measure how information evolves on 
the Web. “We cannot even understand 
how much information is transmitted 
on the Internet because we don’t un-
derstand the temporal aspect of infor-
mation,” Szpankowski says.

Wojciech Szpankowski, project leader for the Science of Information Center at Purdue Uni-
versity, is revisiting Claude Shannon’s information theory with a team of some 40 researchers.

A growing challenge 
for information  
theory is the field  
of quantum 
information and 
quantum computing.
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mation and quantum computing. 
Classical information has always been 
understood as a collection of bits, says 
Madhu Sudan, principal researcher at 
Microsoft Research New England (now 
on leave from Massachusetts Institute 
of Technology) and a co-principal in-
vestigator. Quantum information, by 
contrast, is a continuum; the qubits 
used in quantum computing can have 
a value of 1 and 0 and any of the infinite 
possible values in between simultane-
ously. In such a circumstance, Sudan 
asks, “What does it even mean to be in-

Sergio Verdu, an electrical engineer 
at Princeton University and a co-prin-
cipal investigator, is trying to find the 
fundamental limits of compression 
and data transmission. The math is 
easy if engineers focus on signal-to-
noise ratio, but that turns out to not 
be the best measure of fidelity in au-
dio and video. The human brain is very 
tolerant of visual noise in general, but 
less so of particular types of noise; for 
instance, sharp edges are much more 
important to identifying an image than 
color. It’s not just a question of how 
many bits have to be received to deliver 
a comprehensible message, but which 
bits. “In lossy compression, the bottle-
neck has been to come up with mea-
sures of distortion that are relevant in 
the real world,” says Verdu.

It’s also difficult to find the limits 
of compression for structural infor-
mation, says Szpankowski. Proteins 
behave differently and transmit dif-
ferent information depending on 
their shape, and scientists would 
like to build computer models that 
would help them better understand 
how structure contributes to cell de-
velopment or the rise of diseases. But 
the math becomes complex, because 
structural elements such as edges and 
vertices can add several dimensions to 
an equation. So far, Szpankowski says, 
no theory exists to provide a metric for 
how much information is embedded 
in structure. There’s not even a good 
way to quantify complexity; we can say 
a car is more complex than a bicycle, 
but how much more?

Shannon theory works well for point-
to-point transmission or in systems with 
several transmitters and one receiver. 
But once there are two transmitters 
and two receivers, the problem of cross-
talk arises, where a receiver can pick 
up a signal from the wrong transmit-
ter. With the growth in mesh networks 
and mobile communications, and even 
high-frequency transmissions turning 
old copper wires into miniature anten-
nas, the point-to-point solution isn’t 
adequate. “We still don’t know what are 
the ultimate, fundamental limits to how 
much information we can send robustly 
in the presence of noise,” Verdu says.

Quantum Information
A growing challenge for information 
theory is the field of quantum infor-

Technology

Social 
Media 
Trends
The use of social networking 
is becoming more prevalent 
worldwide, with people from 
countries of varying economic 
development increasingly 
accessing the Internet to 
participate in networking sites. In 
addition, cell phone ownership 
has increased significantly in 
16 countries (for which trends 
are available) over the last three 
years, from a median of 45% in 
2007 to 81% in 2010.

These are among the 
findings of a new survey by the 
Pew Research Center’s Global 
Attitudes Project. The survey, 
“Global Publics Embrace 
Social Networking,” examined 
technology usage in 22 
countries, with 24,790 people 
surveyed either face-to-face or 
by phone. Social networking 
is especially widespread in the 
U.S., Pew says, with 46% of the 
U.S. survey respondents saying 
they use social networking sites. 
Other top-ranking countries are 
Poland (43%), Britain (43%), and 
South Korea (40%).

Pew notes that while 
involvement in social networking 
is relatively low in less 
economically developed nations, 
this is largely due to the fact 
that many in those countries are 
unable to access the Internet, 
rather than having a disinterest 
in social networking.

“In middle- and low- 
income countries, when 
people go online they also 
tend to participate in social 
networking,” says Richard 
Wike, associate director of the 
Pew Global Attitudes Project. 
“In places like Poland, Russia, 
and Brazil, the vast majority of 
Internet users also use social 
networking sites. If you look at 
the two sub-Saharan African 
nations we surveyed, Nigeria 
and Kenya, relatively few people 
use the Internet, but among 
those who do, social networking 
is very popular.”

For the most part, the study 
shows, men and women tend 
to engage in social networking 
at about the same rates. The 
U.S. is the only country in which 
women (52%) are significantly 
more likely than men (41%) to 
use social networking.

—Bob Violino

The U.S. National Science Foundation 
(NSF) selected the Purdue University’s 
Science of Information Center as 
one of the Science and Technology 
Centers (STCs) to receive funding 
in 2010. The purpose of the NSF’s 
ambitious STC program is to “support 
integrative partnerships that require 
large-scale, long-term funding to 
produce research and education of 
the highest quality.” In their quest to 
launch the next information revolution, 
the Purdue scientists will collaborate 
with colleagues at Bryn Mawr College; 
Howard University; Massachusetts 
Institute of Technology; Princeton; 
Stanford; University of California, 
Berkeley; University of California, San 
Diego; and University of Illinois at 
Urbana-Champaign.

NSF funded four other STCs. The 
Center for Dark Energy Biosphere 
Investigations, headed by the 
University of Southern California, 
will explore sub-surface life in deep 
mines and aquifers and below the 
ocean floor and how they influence 
global energy cycles. The Center for 
the Study of Evolution in Action, based 
at the University of Michigan, will 
develop computer models to study 
complex biological questions that 
can’t be studied in nature. Emergent 
Behaviors of Integrated Cellular 
Systems, led by Massachusetts 
Institute of Technology, will try to 
engineer biological machines. And the 
Center for Energy Efficient Electronics 
Science, led by the University of 
California, Berkeley, will try to develop 
technology that can could eventually 
reduce power consumption in 
electronics by a millionfold. 

NSF  
Science and  
Technology 
Centers
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reduction in uncertainty—the payoff 
in tracking small interest rate fluctua-
tions isn’t worth the effort it takes to 
react to them. Sims has dubbed this 
strategy “rational inattention.” 

Sims is hoping to combine informa-
tion theory with control theory, which 
looks at the behavior of dynamic sys-
tems, and come up with new economic 
insights. Perhaps, he says, some of 
those insights will feed back into engi-

formation? What does it mean for you 
to send me information?” 

Many differences exist between 
classical and quantum information, 
Sudan says, notably that classical in-
formation can be copied and quan-
tum information, by definition, can-
not. Sudan is not merely interested in 
discovering fundamental principles; 
he wants to figure out which ones have 
practical importance. “The next level 
is going to focus on ‘How do I under-
stand this information? Where did it 
come from? And how can I manipu-
late it in ways that are convenient?’ ” 
he says.

Researchers are hoping to apply 
information theory to fields beyond 
communications and computing. 
Christopher Sims, an economist at 
Princeton, applies Shannon’s insights 
about channel capacity to how con-
sumers respond to economic infor-
mation. In theory, if the central bank 
alters interest rates or the money sup-
ply, prices should change quickly, but 
in reality they don’t. Sims says that’s 
because people have limited physical 
capacity to process all the data, so they 
usually don’t act on the information 
until it crosses some threshold, such 
as appearing on the Yahoo! homepage. 
They’re striking a balance between the 
cost of processing information and the 

neering. “There’s a long way to go here, 
and we’ve only just begun to get infor-
mation theorists interested in what 
we’re doing here,” Sims says. “We’re 
still using information theory in a rela-
tively primitive way.”

“I’m hoping in the first five years 
we’ll make some advances,” Sz-
pankowski says. “We will at least for-
mulate the right questions.”	
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Network software engineers 
have long found inspiration in 
ant colonies, whose collective 
wayfinding strategies have shed 
light on the problems of routing 
data across a busy network. 
In recent years, ant colony 
optimization has emerged as a 
proven algorithm for network 
optimization, one of several 
swarm intelligence models 
based loosely on the behavior of 
nature’s social animals.

Now, a recent study from 
the University of Sydney 
suggests that ant colonies 
may possess even greater 
problem-solving abilities than 
previously thought.  The study, 
“Optimization in a Natural 
System: Argentine Ants Solve 
the Towers of Hanoi,” published 
in The Journal of Experimental 

Biology, demonstrates an 
ant colony’s ability to adapt 
its navigational “algorithm” 
in response to changing 
environmental conditions. The 
findings may help open up new 
research avenues for optimizing 
the flow of traffic across data 
networks.

The international team of 
researchers enlisted a colony 
of Argentine ants to solve 
the famous Towers of Hanoi 
problem in which participants 
must find an optimal solution 
for arranging disks of varying 
sizes onto a set of three rods. 

Translating the logic of 
the puzzle into a maze with 
32,768 possible pathways to a 
food source, the researchers 
turned the ant colony loose 
for one hour, then abruptly 

blocked some of the pathways. 
In response, the ants swiftly 
recalibrated their methods, 
and soon found an optimal new 
route to the food supply.

The ant colonies’ ability 
to rapidly adapt took the 
researchers by surprise. “Even 
simple mass-recruiting ants have 
much more complex and labile 
problem-solving skills than we 
ever thought,” says lead author 
Chris Reid, a Ph.D. student at the 
University of Sydney.

The ants’ successful 
rerouting holds potentially 
important lessons for 
network software developers.  
Traditionally, networking 
algorithms have focused on 
optimizing solutions to rigid, 
pre-programmed formulas. 
These approaches, while 

effective, also tend to constitute 
a brute-force response to 
computational challenges.  
“Although inspired by nature, 
these computer algorithms 
often do not represent the real 
world because they are static 
and designed to solve a single, 
unchanging problem,” says Reid. 

To survive in the wild, ant 
colonies must do more than just 
follow a set of rules; they must 
sense, respond, and adapt to the 
world around them. “Nature is 
full of unpredictability and one 
solution does not fit all,” says 
Reid, whose research suggests 
that ants may have more to 
teach us about how to thrive in 
a changing environment. “Are 
they fixed to a single solution,” 
he asks, “or can they adapt?” 

—Alex Wright

Biology

Algorithmic Entomology

“We cannot even 
understand how 
much information 
is transmitted 
on the Internet,” 
says Wojciech 
Szpankowski, 
“because we don’t 
understand the 
temporal aspect  
of information.” 
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Obituary  |  doi:10.1145/1897816.1897827	 Leah Hoffmann

Maurice Wilkes:  
The Last Pioneer 
Computer science has lost not only a great scientist, but an important  
link to the electronic computing revolution that took place in the 1940s.

S
ir Maurice Wilkes didn’t like 
to bicker about who was first 
when it came to ground-
breaking technical achieve-
ments. Nonetheless, history 

credits him with a number of important 
innovations, including the creation of 
the world’s first practical stored-pro-
gram computer—the earliest machine 
capable of running realistic programs 
and producing useful results—as well 
as the invention of microprogramming. 
With his death on November 29, 2010, 
at the age of 97, computer science lost 
not only a great scientist, but an impor-
tant link to the electronic computing 
revolution that took place in the 1940s.

Wilkes was born on June 26, 1913 in 
Dudley, Worcestershire, England. He 
initially struggled in school due to re-
curring bouts of asthma. By his teens, 
however, he found his stride in the 
study of science and mathematics, sup-
plementing his education with a sub-
scription to Wireless World and a keen 
interest in amateur radio transmission. 
In 1931, he entered St. John’s College, 
Cambridge to study mathematics. Sub-
sequent graduate studies on the propa-
gation of radio waves provided his first 
experiences with computing, as he 
seized an opportunity to work with the 
university’s differential analyzer, a de-
vice that used wheel-and-disc mecha-
nisms to solve differential equations.

World War II interrupted his bud-
ding career, and Wilkes left for war 
service in 1939, working on radar and 
operational research. Although Alan 
Turing had been a classmate at Cam-
bridge, Wilkes was unaware of the 
computing developments under way 
at Bletchley Park during the war. Af-
ter World War II, he returned to Cam-
bridge as the head of the mathematics 
laboratory (later named the computer 
laboratory), where he was tasked with 
investigating new possibilities in calcu-

lating machinery. A chance encounter 
with John von Neumann’s 1946 draft re-
port on the EDVAC—the yet-to-be-built 
successor to the electronic computer 
designed by Americans John Mauchly 
and J. Presper Eckert during the war—
convinced him which direction to take.

The EDSAC, or Electronic Delay Stor-
age Automatic Calculator, took two-
and-a-half years to build. Thirty-two 
tanks of mercury provided memory by 
delaying pulses that were sent from an 
electrically charged quartz crystal. Pro-
grams were entered with punched tape. 
On May 6, 1949, EDSAC successfully 
computed a table of squares, and the 
machine remained operational until 
1958.

Wilkes was intimately involved with 
computers for the rest of his career. In 
1951, with David Wheeler and Stanley 
Gill, both research students at the time, 
he published the first textbook on pro-
gramming methods. (Recalling those 
early efforts in his memoir, Wilkes re-
marked that he quickly realized the re-
mainder of his life would be spent find-
ing errors in his programs.) Later that 

year, while laying plans for the EDSAC 
2, he hit upon the idea of using a stored 
program to represent the sequences of 
control signals within the computer. He 
called the technique “microprogram-
ming.” 

Wilkes received numerous honors 
during his lifetime, including being the 
second recipient of the ACM A.M. Tur-
ing Award, in 1967.

Wilkes is remembered by colleagues 
as a thorough and meticulous research-
er. “He was relentlessly professionally 
driven,” says Andrew Hopper, a Cam-
bridge computer science professor who 
collaborated with Wilkes, Roger Need-
ham, and others in the 1970s on an ex-
perimental local area network known 
as the Cambridge Ring. Post-retire-
ment, Wilkes continued his research 
through a series of consultancies, work-
ing steadily in areas like network sys-
tems and multimedia conferencing. 
“He was completely active every day,” 
says Hopper.	

Leah Hoffmann is a Brooklyn, NY-based technology writer. 

© 2011 ACM 0001-0782/11/0200 $10.00

Maurice Wilkes in front of the Harwell computer, now being restored at the National Museum 
of Computing, Bletchley Park.
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Following the Crowd 
Crowdsourcing is based on a simple but powerful concept:  
Virtually anyone has the potential to plug in valuable information.

Society  |  doi:10.1145/1897816.1897824	 Samuel Greengard

I
f  one thing  is entirely clear 
about the Internet it’s that to-
day’s ability to democratize in-
formation and tasks is nothing 
short of remarkable. Increas-

ingly, groups aggregate knowledge 
through wikis, track incidents during a 
political uprising or emergency through 
text messages and email, and create in-
stant teams and organizations in order 
to solve tasks and accomplish work. 

“There’s an ability to mobilize in-
formation and groups quickly and ef-
fectively,” observes Peter Lee, former 
director of the Transformational Con-
vergence Technology Office at the U.S. 
Defense Advanced Research Project 
Agency (DARPA) and currently director 
of research at Microsoft. “This capa-
bility is fundamentally changing so-
ciety—and the way we approach com-
mon tasks and problems.”

At the heart of this equation is 
crowdsourcing. The concept revolves 
around large groups of people or a 
community handling tasks that have 
traditionally been associated with a 
specialist or small group of experts. 
Jeff Howe, author of Crowdsourcing: 
Why the Power of the Crowd Is Driving 
the Future of Business, coined the term 
in 2006, citing technology as a way to 
draw a greater number of people into 
large tasks while tapping knowledge 
and expertise that previously flew un-
der the radar.

Over the last few years, crowdsourc-
ing has emerged as a viable solution for 
businesses, relief agencies, research-
ers, politicians, the military, and oth-
ers looking to grab bits and bytes of 
information in a nontraditional and 
decidedly more chaotic way. Howe de-
scribes it as a way for many to do the 
work and tasks previously handled by 
a few. Crowdsourcing has social, eco-
nomic, cultural, business, and political 
implications, he says.

Crowdsourcing is gaining momen-
tum across a wide swath of industries 

and organizations. However, the con-
cept isn’t without controversy. Some 
organizations have found that crowd-
sourcing is expensive and unreliable. 
Even those that have used it successful-
ly have found that bad data and faulty 
observations sometimes get tossed 
into the mix. The old axiom “you get 
what you pay for” can become glaringly 
apparent when anyone can join the fray.

Groupthink Unleashed
Crowdsourcing is based on a simple 
but powerful concept: Virtually anyone 
has the potential to plug in valuable 
information. As Howe noted in Crowd-
sourcing, “Technological advances 
in everything from product design 
software to digital video cameras are 
breaking down the cost barriers that 
once separated amateurs from profes-
sionals. Hobbyists, part-timers, and 
dabblers suddenly have a market for 
their efforts [as organizations] tap the 
latent talent of the crowd.” 

The roots of crowdsourcing extend 
back to the 1990s. That’s when indi-
viduals and institutions began vol-
unteering spare computing cycles to 
help solve major research projects in-
volving everything from mathematical 

formulas to medical problems. This 
community-based approach extended 
to wikis and other collaboration tools 
in the age of the Internet. In today’s 
Web 2.0 world, peer-to-peer and col-
laboration-based platforms play an 
increasingly important role in an array 
of fields.

It’s safe to say that crowdsourcing is 
a thoroughly disruptive tool. “Normal-
ly,” Lee says, “business, science, and 
high-tech development takes place in 
fancy laboratories or in academic ivory 
towers. The idea of taking the devel-
opment process out to the public is 
alluring yet intimidating. When such 
a powerful technology is unleashed it 
leads to unpredictable and sometimes 
surprising results.”

Many organizations are now devel-
oping their own crowdsourcing soft-
ware or platforms. These systems typi-
cally tap into mashups and other Web 
2.0 tools accessible through a standard 
Web browser. In some cases, these ap-
plications rely on mapping software 
such as Google Maps. Others depend 
on wiki-type software to collect obser-
vations, comments, and other perti-
nent data. Along the way, a person or 
software application populates a data-

Ushahidi enables volunteers to map everything from natural disasters to political turmoil.
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rights abuse in the Congo. Its uses are 
limited only by the creativity and needs 
of those using it. “It produces real-
world results,” says Patrick Meier, di-
rector of crisis mapping for Ushahidi.

Another organization that has 
tapped into the power of crowdsourc-
ing is DARPA, the research and devel-
opment office for the U.S. Department 
of Defense. “Computer technology has 
led to all sorts of surprising and disrup-
tive outcomes,” Lee explains. “Crowd-
sourcing offers tremendous potential.”

DARPA has experimented with a 
number of crowdsourcing initiatives, 
including the DARPA Network Chal-
lenge, a balloon hunt that involved 
more than 4,000 teams attempting to 
locate 10 moored, 8-foot tall, red weath-
er balloons at 10 fixed locations across 
the continental U.S. (For more about the 
DARPA Network Challenge, see “Mecha-
nism Design Meets Computer Science,” 
August 2010.) The agency created in-
centives for participants to lie, keep se-
crets, and infiltrate each other’s teams. 
“We wanted to simulate all the dirty 
tricks that would take place in a wartime 
military environment,” Lee says. 

The project encompassed the Inter-
net, social networking, real-time com-
munications, wide-area collaboration, 
and other crowdsourcing techniques. 
The winner, a team from Massachu-
setts Institute of Technology, received 
a $40,000 prize. It took the participants 
nine hours to complete the task. The 
team used a multi-level marketing 
strategy to recruit students—paying as 
much as $2,000 for information about 
balloon coordinates and lesser sums 
to those who invited them (and the 
person who invited the inviter). DARPA 

base or a mashup to provide actionable 
information.

One of the most successful com-
mercial crowdsourcing platforms is 
Amazon’s Mechanical Turk. It offers 
businesses and developers access to 
an on-demand, scalable work force. 
Essentially, potential employers post 
tasks and workers select jobs they 
would like to perform. Payment is es-
tablished up front and fund transfers 
take place through Amazon.com. 

In fact, an increasing number of 
organizations are turning to crowd-
sourcing to reengineer an array of pro-
cesses. The military is exploring ways 
to collect intelligence data through 
crowdsourcing, government agencies 
are using it to collect data on every-
thing from road repairs to urban plan-
ning, and relief agencies are turning 
to it to better understand how to focus 
aid and resources.

One organization that’s leading the 
way with crowdsourcing is Ushahidi. 
The Web site’s software platform—col-
laboratively written by developers in 
Ghana, Kenya, Malawi, Netherlands, 
South Africa, and the U.S.—enables vol-
unteers throughout the world to map 
everything from natural disasters to 
political turmoil. The open source plat-
form, now used by dozens of organiza-
tions, was developed to track reports of 
violence in Kenya in the aftermath of 
its disputed 2007 presidential election. 

Ushahidi is based on a simple 
enough concept: as an event unfolds, a 
volunteer on the ground sends a brief 
report through a Web browser or text 
message and software maps the entry 
by time and location. Organizations 
can download the free software and de-
ploy it as they see fit. Ushahidi (which 
means “testimony” in Swahili) incor-
porates powerful content management 
capabilities, a robust database, and 
server-side map clustering. When data 
from media, nongovernment organiza-
tions, and citizens is tossed together, 
the result is a mashup that provides 
powerful geographical mapping tools.

Over the last few years, Ushahidi 
has been used by organizations to pin-
point medical needs associated with 
an earthquake in Haiti; monitor local 
elections in Afghanistan, India, and 
Mexico; map incidences of violence in 
Pakistan; track medicine shortages in 
the Philippines; and analyze human 

In today’s Web 2.0 
world, peer-to-peer 
and collaboration-
based platforms 
play an increasingly 
important role in  
an array of fields.

Society

Embedded 
Chips
Microprocessors are 
increasingly appearing in a 
wider variety of devices, ranging 
from fishing lures to writing 
pens to otherwise ordinary 
tombstones, according to 
chip industry experts, who 
predict a future in which 
low-tech products become 
more like personal computers, 
smartphones, and other chip-
powered “intelligent” devices.

The market for so-called 
embedded semiconductors 
accounts for one-half to two-
thirds of the $300 billion a year 
in chip sales worldwide, and is 
a fast-growing market segment. 
“The term ‘embedded’ used 
to refer to a low-level, limited-
function semiconductor and 
nobody needed to pay attention 
to it,” says Shane Rau, a chip 
expert at the market research 
firm IDC, in a recent interview 
with the San Jose Mercury 
News. “Now these devices are 
taking on more intelligence. 
They’re becoming more 
programmable, they’re getting 
faster, and they’re getting 
communications functions 
built into them.”

For example, Pro-Troll 
puts chips in its fishing lures, 
which makes a lure mimic “the 
electrical nerve discharge of a 
wounded bait fish,” enticing 
other fish to attack it, according 
to the Concord, CA, company. 
Likewise, Livescribe sells an 
ink pen equipped with a chip, 
camera, and audio recorder 
that helps people recall what 
was said when they review their 
handwritten notes. And the 
Memory Medallion is a coin-
size, stainless steel-encased 
chip that, when embedded in a 
gravestone, tells the deceased 
person’s life story using audio, 
text, photos, and video.

One trend will be consumer 
products that have the potential 
to make life easier for humans 
by making decisions for them, 
according to Lori Dolnick, a 
spokeswoman for Miele. The 
German company manufactures 
household appliances, such as 
washing machines, equipped 
with semiconductors and 
wireless capabilities, and 
enables it to contact a customer 
before he or she might be 
aware of a problem with a Miele 
product. 

—Jack Rosenberger 

http://Amazon.com
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The International Society for Ethics 
and Information Technology 
(INSEIT), Institute of Electrical 
and Electronics Engineers (IEEE), 
and E.W.R. Steacie Memorial Fund 
recently honored leading computer 
scientists.

INSEIT Award
Don Gotterbarn, professor 
emeritus of computer science 
and director of the Software 

Engineering Ethics Research 
Institute at East Tennessee State 
University, received the 2010 
INSEIT/Joseph Weizenbaum 
Award for his contributions to 
the field of information and 
computer ethics. 

IEEE Awards
C.A.R. Hoare, a principal 
researcher at Microsoft Research 
Cambridge, was awarded the 

John von Neumann Medal for 
“seminal contributions to the 
scientific foundation of software 
Design.” Shafi Goldwasser, a 
professor at Massachusetts 
Institute of Technology and 
Weizmann Institute of Science, 
received the Emanuel Piore 
award for “pioneering work in 
laying the foundations of modern 
cryptography and its relation to 
complexity theory.”

Steacie Prize
The E.W.R. Steacie Memorial 
Fund presented the 2010 Steacie 
Prize for Natural Sciences to 
Aaron Hertzmann, an associate 
professor of computer science 
at the University of Toronto. 
The award is given annually 
for exceptional research by a 
Canadian scientist or engineer 
aged 40 or younger.

—Jack Rosenberger

Milestones

Computer Science Awards

of data, but sorting through it to spot 
what’s relevant and useful can prove 
taxing. “Managing the process can be 
difficult,” he admits.

Nevertheless, crowdsourcing con-
tinues to advance—and involve in-
creasingly complex issues. In some cas-
es researchers and computer scientists 
are attempting to attack age-old ques-
tions and challenges in new ways—and 
gain fresh perspectives. For example, 
when Vinay Deolalikar, a renowned 
computer scientist at Hewlett-Packard 
labs, sent an email to top researchers 
claiming that P doesn’t equal NP, it 
generated considerable interest. 

But then, once the issue hit the blog 
of Richard J. Lipton, a computational 
complexity expert at the Georgia In-
stitute of Technology, interest among 
other researchers and a lay audience 
peaked. An informal peer review pro-

studied the resulting social interaction 
and is using the data to formulate more 
advanced wartime strategies.

Advantages and Disadvantages 
“Crowdsourcing offers both advan-
tages and disadvantages,” Ushahidi’s 
Meier points out. “It is very efficient—
with the right community in place—at 
gathering information quickly and ef-
fectively. It can help speed response 
and cut through the confusion that oc-
curs during the initial stage of a disas-
ter. It can quickly fill the information 
gap.” What’s more, he says, traditional 
surveys and techniques require more 
time and expense—often with less im-
pressive results. 

Meier says that concerns about the 
accuracy of data aren’t unfounded. 
“One of the challenges is developing 
trusted sources,” he says. Of course, 
it’s not possible to vet everyone. And re-
stricting who posts data online defeats 
the entire purpose of crowdsourcing. 
In addition, some errors and inaccu-
racies are inevitable, even from well-
meaning participants. “You have to op-
erate under the assumption that most 
people are honest and most informa-
tion is accurate,” he adds. “But it’s nec-
essary to build in a margin for error.”

Another challenge is publicizing a 
crowdsourcing platform and establish-
ing a network of volunteers. It’s a task 
that requires significant money, time, 
and effort—something that many non-
governmental organizations lack. Lee 
says that organizations typically publi-
cize efforts any way they can—through 
press releases, a Web site, and word of 
mouth. However, higher participation 
rates translate into a greater volume 

cess followed. Participants discovered 
errors and the level of interaction and 
exchange exceeded that of any tra-
ditional process. In the end, one re-
searcher described the entire episode 
as a “Nerd Super Bowl.”

Clearly, crowdsourcing is here to 
stay. “It is changing the way govern-
ment, corporations, and others tackle 
complex issues and problems,” Lee 
notes. “It is leading to an entirely dif-
ferent mindset about how product de-
velopment, problem solving, and deci-
sion making take place.”�
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in Pakistan, and track 
medicine shortages  
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T
he ACM has just launched a 
new version of its Digital 
Library (DL), the first major 
overhaul of its vast store of 
computing literature in al-

most 10 years. The information servic-
es offered by the new library have been 
enhanced and tweaked dramatically, 
usability and performance have been 
improved, connections to external 
services have been added, and much 
new content, including multimedia, 
is available. Most fundamentally, the 
DL has evolved from a relatively sim-
ple keyword search and journal article 
retrieval model to one in which users 
can see the connections—and the 
strength of connections—among top-
ics, journals, articles, authors, collab-
orators, institutions, Special Interest 
Groups (SIGs), and conferences.

“It’s all about showing users the 
context in which something fits, so 
they know that there is more to this 
space than just their ability to grab an 
article and go,” says ACM’s Director of 
Information Services Wayne Graves. 
“It’s about surfacing and leveraging 
information in different ways.”

The DL now explicitly recognizes 
that many users do not work top-down 
from the library’s home page (the orig-
inal model) but come in directly at the 
citation page for a given article—often 
sent there by an external search en-
gine. “The citation page has become 
the front door,” explains Graves, the 
chief architect of the new library sys-
tem. “So a design goal was to get as 
much information there as we can.”  

Information on the citation page 
now appears in three logical blocks. 
The first contains the basic informa-
tion about the article such as title, au-
thor, and publication name; links to 
author profiles; links to the journal or 
conference home page, table of con-
tents, and archives; and bibliometrics 

(numbers of downloads and citations). 
The second block serves up clickable 
options to buy an article, to request 
permissions, to save the article to a 
personal binder or workspace, to ex-
port it in various formats, or to send it 
via email or to external services such as 
Slashdot, Facebook, and Twitter. The 
third section has 10 tabs that bring up 
information about the article, such as 
source materials, references, citations, 
reviews, and comments. An “index 
terms” tab shows pointers to other ar-
ticles on the same and related topics.

Joshua Hailpern, a Ph.D. candidate 
in computer science at the University 
of Illinois at Urbana-Champaign, has 
used ACM’s digital services for nearly 
a decade, and recently served on a 
panel of users to evaluate ACM DL 
prototypes. “The information used to 
be sort of dumped on the user in this 
long, difficult-to-navigate layout,” he 
says. “What they did is ask, ‘What’s 
the information users care about 
first?’ And they kept it simple.”

A key enabler of many of the DL’s new 
capabilities, and for a number of older 

ones, is an architecture that puts a great 
deal of emphasis on the capture and use 
of metadata—searching and linkable 
data about entities in the library, such 
as publication, author, institution, cita-
tion, or SIG. “The amount of metadata 
that we capture is very large, and that’s 
absolutely key to our new capabilities,” 
says Bernard Rous, director of publica-
tions. “We made that as robust as pos-
sible so we can do all kinds of calcula-
tions and manipulations.”

For example, the DL now offers new 
and powerful ways to look at confer-
ences. Before, a user could retrieve 
conference proceedings for a past con-
ference, but other information about 
it, or about future conferences, was 
not readily at hand. Now a map of the 
world can be zoomed in on to show 
ACM conferences in a given city or re-
gion. Click on a conference and links 
to a conference profile page, the con-
ference Web site, and proceedings are 
revealed. Tag cloud representations 
provide snapshots of subject area con-
centration for conferences and SIGs—
with differing font sizes showing rela-
tive importance—and will soon do so 
for conference acceptance rates over 
time via color charts.

The new DL reflects user demand 
for greater interactivity and control 
of content. For example, a personal 
binder capability that had served es-
sentially as a way to save search results 
in a folder has been greatly expanded.  
An interactive editor has been added so 
that, for example, a user can annotate 
a bibliography. “The WYSIWYG editor 
and HTML forms to comment on ar-
ticles and to annotate personal binder 
collections introduces user-contrib-
uted content to the DL and allows it 
to begin functioning as a workspace,” 
Rous says. “It is also far easier to share 
binders more widely, and the user can 
generate a single PDF that stitches 

A conference page in the new ACM Digital 
Library.

ACM Launches  
New Digital Library 
More than 50 years of computing literature is augmented, streamlined, 
and joined to powerful new tools for retrieval and analysis.

ACM News  |  doi:10.1145/1897816.1897828	 Gary Anthes
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ing to facilitate cross-platform discov-
ery by the library’s patrons. 

Rous says ACM aims to make the DL 
the most reliable source for citation 
and usage statistics in the field, and to 
make that kind of information useful 
for the assessment of research and the 
contributions and influence of individ-
uals and institutions.

Part of the DL’s new look is a result 
of rebranding in response to user con-
fusion over the differences among the 
terms ACM Digital Library, ACM Guide 
to Computing Literature, and ACM 
Portal, with most users simply lump-
ing everything under the “Digital Li-
brary” moniker.  The full-text library of 
ACM publications remains, as does the 
ACM Guide, the larger bibliographic 
database of computing literature. But 
these are now more tightly integrat-
ed and function as a single resource 
branded as the ACM Digital Library.

Jill Powell, a librarian at Cornell Uni-
versity’s engineering library, says com-
puter science faculty and students have 
for years used the library in traditional 
ways—“to discover articles by keyword 
and author”—but that usage of it will 
become more extensive now. She calls 
the new bibliometrics “very interest-
ing” and says the features for automat-
ic subject and table of contents alerts 
via email and RSS are attractive. “It’s a 
rich site, it has a lot of features, and it’s 
easy to use,” Powell says.

A number of enhancements have 
been made “under the hood,” says 
Graves, who wrote most of the new 
code. The pages of the DL are dynami-
cally generated and the data is re-
trieved from precomputed data sets 
supported by a new, flatter data mod-
el, resulting in a much faster front-end 
interface. And a new caching scheme 

fetches only the data needed, rather 
than the templates and logic required 
to generate the pages. The library 
served up about 10 pages per second, 
on average, under the old architecture 
but now runs at about 15 pages per 
second, Graves says. The library con-
tains 1.6 million items, and has users 
in 190 countries, who download 13 
million full-text files and conduct 12 
million searches annually.

Rankings of the “influence” of peo-
ple and institutions, as measured by 
such data as numbers of publications 
and their citations and usage history, 
as well as the frequency and kinds of 
collaboration, are on the short-term 
horizon. The new library takes the first 
small steps toward reporting measures 
of that influence. The Author Profile 
page, for example, supplies a snapshot 
of an author’s contribution to the field 
with coauthors listed as “colleagues.” 
The data that underlies these pages 
could enable views of professional net-
works. Indeed, several SIGs are using 
this data in research projects to pro-
duce visualizations of author relation-
ships, Rous says.

Similarly, a beta version of Institu-
tional Profiles aggregates all the infor-
mation in the bibliographic database 
to give snapshots of the faculty and 
graduate students affiliated with that 
institution at the time of their publi-
cations. Their output is weighted and 
their publications are listed. The sub-
ject areas of greatest concentration at 
the institution are visually displayed. 
These profiles reveal for the first time 
the frequency of author collaborations 
across different institutions.

“This to me is the really exciting 
direction of the DL,” Hailpern says. 
“There is amazing stuff that can be 
done with information networks—not 
just saying here’s the word-count fre-
quencies in a tag cloud, but really say-
ing, ‘How influential is this paper, what 
are the terms and areas and authors 
this paper has influenced? What is the 
world it relates to?’ This is the kind of 
stuff that ACM is uniquely positioned 
to leverage because no other commu-
nity is so in touch with these informa-
tion networks.”	

Gary Anthes is a technology writer and editor based in 
Arlington, VA.

© 2011 ACM 0001-0782/11/0200 $10.00

together all the selected articles and 
annotations with a cover image. In es-
sence, the new binder function enables 
the DL to become an authoring and a 
publishing platform for certain kinds 
of e-books.”

New Interactive Capabilities
Although ACM already provided one 
of the most comprehensive global re-
sources for the computing field, a com-
bination of forces prompted this major 
overhaul of the DL.  “User feedback 
streams in on a daily basis,” says Rous. 
For example, critical feedback from 
SIGs led to the creation of a Conference 
Profile page and a SIG Profile page. 
Analysis of such feedback, augment-
ed by surveys, user workshops, focus 
groups, and advisory bodies, revealed 
strong demand for more interactive ca-
pabilities and for richer data views.

“Comments relating to change re-
quests are collected, analyzed, and fi-
nally placed on a prioritized to-do list,” 
explains Rous. “ACM’s Librarian Ad-
visory Group, Digital Library Advisory 
Board, and Publications Board have all 
reviewed and critiqued early versions 
of new functionality. Tests are run with 
focus groups and, finally, beta produc-
tion versions are released for further 
feedback and refinement. The new 
DL reflects the collective wisdom of a 
broad community participating in the 
development process.”

The new DL also reflects the real-
ity that many users have dropped their 
print subscriptions, yet they occasion-
ally want to order a printed copy of an 
issue. New e-commerce functions pro-
vide ways for online-only subscribers to 
order a print copy and for nonsubscrib-
ers to gain access to online content. 
“A print-on-demand function is sorely 
needed and will shortly appear along-
side the other options,” Rous says.

The trend from print to online is 
also a challenge to external libraries, 
Rous says, and they have responded 
by installing complex local infrastruc-
tures and by tapping into external sys-
tems to manage their digital resourc-
es. “ACM is committed to supporting 
libraries in these transformative ef-
forts,” he says.

One way ACM is doing that is by pro-
viding access to its increasingly rich 
metadata, with or without extracted 
full-texts, for local or third-party index-

The new ACM Digital 
Library is more 
interactive, and puts 
a lot of emphasis  
on the capture and 
use of metadata.
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T
he ACM Fellow Program 
was established by Coun-
cil in 1993 to recognize and 
honor outstanding ACM 
members for their achieve-

ments in computer science and infor-
mation technology and for their signif-
icant contributions to the mission of 
the ACM. The ACM Fellows serve as dis-
tinguished colleagues to whom ACM 
and its members look for guidance and 
leadership as the world of information 
technology evolves.

The ACM Council endorsed the es-
tablishment of a Fellows Program and 
provided guidance to the ACM Fellows 
Committee, taking the view that the 
program represents a concrete benefit 
to which any ACM member might as-
pire, and provides an important source 
of role models for existing and prospec-
tive ACM Members. The program is 
managed by the ACM Fellows Commit-
tee as part of the general ACM Awards 
program administered by Calvin C. 
Gotlieb and James J. Horning. For de-
tails on Fellows nominations, see p. 14.

ACM has recognized 41 of its mem-
bers for their contributions to comput-
ing and computer science that have 
provided fundamental knowledge to 
the field and generated multiple in-
novations in industry, commerce, en-
tertainment, and education. The 2010 
ACM Fellows, from the world’s lead-
ing universities, corporations, and 
research labs, achieved accomplish-
ments that are driving the innovations 
necessary to sustain competitiveness 
in the digital age. These 41 new induct-
ees bring the total number of ACM Fel-
lows to 726 (see http://www.acm.org/
awards/fellows/ for the complete list-
ing of ACM Fellows). ACM will formally 
recognize the 2010 Fellows at its an-
nual Awards Banquet on June 4, 2011, 
in San Jose, CA.

“These men and women have made 
advances in technology and contribu-
tions to the computing community 
that are meeting the dynamic demands 
of the 21st century,” said ACM Presi-

dent Alain Chesnais. “Their ability to 
think critically and solve problems cre-
atively is enabling great advances on 
an international scale. The selection of 
this year’s Fellows reflects broad inter-
national representation of the highest 
achievements in computing, which are 
advancing the quality of life through-
out society.”

ACM Fellows
David Abramson, 

Monash University
Sarita Adve, 

University of Illinois  
at Urbana-Champaign

Lorenzo Alvisi, 
The University of Texas at Austin

Luiz André Barroso, 
Google Inc.

Doug Burger, 
Microsoft Research

Jennifer Chayes, 
Microsoft Research  
New England Lab

Peter M. Chen, 
University of Michigan

Anne Condon, 
University of British Columbia

Mark Crovella, 
Boston University

Ron K. Cytron, 
Washington University

Michael Dahlin, 
The University of Texas at Austin

Amr El Abbadi, 
University of California, Santa Barbara
Carla Ellis, 

Duke University
Christos Faloutsos, 

Carnegie Mellon University
Kathleen Fisher, 

AT&T
James Goodman, 

University of Auckland
Professor Dame Wendy Hall, 

University of Southampton
Jean-Pierre Hubaux, 

EPFL (École Polytechnique  
Fédérale de Lausanne)

Michael Jordan, 
University of California, Berkeley

Lydia Kavraki, 
Rice University

Sara Kiesler, 
Carnegie Mellon University

Philip Klein, 
Brown University

Donald Kossmann, 
ETH Zurich (Swiss Federal  
Institute of Technology)

John Launchbury, 
Galois

Richard F. Lyon, 
Google Inc.

Raymond Mooney, 
The University of Texas at Austin

S. Muthukrishnan, 
Rutgers University/Google Inc.

Fernando Pereira, 
Google Inc.

Pavel Pevzner, 
University of California, San Diego

Dieter Rombach, 
University of Kaiserslautern  
and the Fraunhofer Institute  
for Experimental Software 
Engineering (IESE),  
Kaiserslautern, Germany

David Rosenblum, 
University College London

Stefan Savage, 
University of California, San Diego

Robert Schnabel,  
Indiana University

Daniel Spielman, 
Yale University

Subhash Suri, 
University of California,  
Santa Barbara

Frank Tompa, 
University of Waterloo

Josep Torrellas, 
University of Illinois  
at Urbana-Champaign

Stephen Trimberger, 
Xilinx Research Labs

David Ungar, 
IBM Thomas J. Watson Research 
Center

Andreas Zeller, 
Saarland University

Shumin Zhai, 
IBM Almaden Research Center

ACM Fellows Honored 
Forty-one men and women are inducted as 2010 ACM Fellows.

Milestones  |  doi:10.1145/1897816.1897826	

http://www.acm.org/awards/fellows/
http://www.acm.org/awards/fellows/
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L
ik e the 2007  cyber attacks 
on Estonia, the October 2010 
Stuxnet botnet attack on Ira-
nian nuclear facilities made 
cyber-based attacks global 

news. The Estonian attacks were large-
ly labeled a cyberwar by journalists, 
although some did invoke the concept 
of cyberterrorism. The Stuxnet attack, 
on the other hand, has been very widely 
described as cyberterrorism, including 
by the Iranian government. 

Cyberterrorism is a concept that 
appears recurrently in contemporary 
media. It is not just reported upon 
in newspapers and on television, but 
is also the subject of movies (such as 
1990’s Die Hard II and 2007’s Die Hard 
IV: Live Free or Die Hard) and popu-
lar fiction books (for example, Winn 
Schwartau’s 2002 novel Pearl Harbor 
Dot Com). This coverage is particular-
ly interesting if one believes, as I do, 
that no act of cyberterrorism has ever 
yet occurred and is unlikely to at any 
time in the near future. Having said 
that, it is almost always portrayed in 
the press as either having already oc-
curred or being just around the cor-
ner. As an academic, I’m not alone in 

arguing that no act of cyberterrorism 
has yet occurred and, indeed, some 
journalists agree; most, however, 
seem convinced as to the salience of 
this threat. Why?

I can only surmise that, just as a 
large amount of social psychological 
research has shown, the uncertain and 
the unknown generally produce fear 
and anxiety. This is the psychological 
basis of an effective movie thriller: the 
fear is greatest when you suspect some-
thing, but you’re not certain what it is. 
The term “cyberterrorism” unites two 
significant modern fears: fear of tech-
nology and fear of terrorism. Fear of 
terrorism, though the likelihood of any 
one of us being the victim of terrorism 
is statistically insignificant, has be-
come perhaps normalized; but fear of 
technology? In fact, for those unfamil-
iar with the workings of complex tech-
nologies, these are perceived as arcane, 
unknowable, abstract, and yet increas-
ingly powerful and ubiquitous. Many 
people therefore fear that technology 
will become the master and human-
kind the servant. Couple this relatively 
new anxiety with age-old fears associ-
ated with apparently random violence 

and the result is a truly heightened state 
of alarm. Many journalists—although 
fewer technology journalists than oth-
ers—have succumbed, like members of 
the general population, to these fears, 
to which the journalists have then add-
ed further fuel with their reporting.

The Definition Issue
The second stumbling block for jour-
nalists is that just as the definition 
of terrorism is fraught, so too is the 
definition of cyberterrorism. My pref-
erence is to distinguish between cy-
berterrorism and terrorist use of the 
Net. This is the distinction FBI Direc-
tor Robert Mueller seemed implicitly 
to be drawing in a March 2010 speech 
in which he stated that “the Internet 
is not only used to plan and execute 
attacks; it is a target in and of itself…
We in the FBI, with our partners in the 
intelligence community, believe the 
cyber terrorism threat is real, and it 
is rapidly expanding.”a Where the FBI 

a	 The text of Director Mueller’s March 2010 
speech at a cyber security conference in San 
Francisco is available at http://www.fbi.gov/
pressrel/speeches/mueller030410.htm.

Privacy and Security 
Against 
Cyberterrorism 
Why cyber-based terrorist attacks are unlikely to occur. 

doi:10.1145/1897816.1897829	 Maura Conway

http://www.fbi.gov/pressrel/speeches/mueller030410.htm
http://www.fbi.gov/pressrel/speeches/mueller030410.htm
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Director and I diverge is in the effi-
cacy of the cyberterrorist threat as op-
posed to that of everyday terrorist use 
of the Net (that is, for radicalization, 
researching and planning, financing, 
and other purposes). 

Dorothy Denning’s definitions of 
cyberterrorism are probably the most 
well known and respected. Her most 
recent attempt at defining cyberterror-
ism is: “…[H]ighly damaging comput-
er-based attacks or threats of attack by 
non-state actors against information 
systems when conducted to intimidate 
or coerce governments or societies in 
pursuit of goals that are political or so-
cial. It is the convergence of terrorism 
with cyberspace, where cyberspace 
becomes the means of conducting the 
terrorist act. Rather than committing 
acts of violence against persons or 
physical property, the cyberterrorist 
commits acts of destruction or disrup-
tion against digital property.”2

Analyses of cyberterrorism can be 
divided into two broad categories on 
the basis of where the producers stand 
on the definition issue: those who 
agree broadly with Denning versus 
those who wish to incorporate not just 

use, but a host of other activities into 
the definition. The literature can also 
be divided on the basis of where the 
authors stand on the magnitude of the 
cyberterrorism threat. Dunn-Cavelty 
uses the term “Hypers” to describe 
those who believe a cyberterrorist at-
tack is not just likely, but imminent,b 
and the term “De-Hypers” to describe 
those who believe such an attack is 
unlikely.1 Most journalists are hypers, 
on the other hand I’m emphatically a 
de-hyper. In this column, I lay out the 
three major reasons why. 

Three Arguments  
Against Cyberterrorism 
In my opinion, the three most compel-
ling arguments against cyberterrorism 
are:

˲˲ The argument of Technological 
Complexity; 

˲˲ The argument regarding 9/11 and 
the Image Factor; and 

˲˲ The argument regarding 9/11 and 
the Accident Issue.

b	 See, for an exemplary example, journalist Dan 
Verton’s Black Ice: The Invisible Threat of Cyber-
terrorism. McGraw-Hill, New York, 2003.

The first argument is treated in the 
academic literature; the second and 
third arguments are not, but ought to 
be. None of these are angles to which 
journalists appear to have devoted a 
lot of thought or given adequate con-
sideration.

In the speech mentioned earlier, 
FBI Director Mueller observed “Ter-
rorists have shown a clear interest in 
pursuing hacking skills. And they will 
either train their own recruits or hire 
outsiders, with an eye toward com-
bining physical attacks with cyber 
attacks.” That may very well be true, 
but the argument from Technologi-
cal Complexity underlines that ‘want-
ing’ to do something is quite different 
from having the ability to do the same. 
Here’s why:

Violent jihadis’ IT knowledge is not 
superior. For example, in research car-
ried out in 2007, it was found that of a 
random sampling of 404 members of 
violent Islamist groups, 196 (48.5%) 
had a higher education, with informa-
tion about subject areas available for 
178 individuals. Of these 178, some 8 
(4.5%) had trained in computing, which 
means that out of the entire sample, 



28    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

viewpoints

less than 2% of the jihadis came from a 
computing background.3 And not even 
these few could be assumed to have 
mastery of the complex systems neces-
sary to carry out a successful cyberter-
rorist attack.

Real-world attacks are difficult 
enough. What are often viewed as 
relatively unsophisticated real-world 
attacks undertaken by highly edu-
cated individuals are routinely unsuc-
cessful. One only has to consider the 
failed car bomb attacks planned and 
carried out by medical doctors in cen-
tral London and at Glasgow airport in 
June 2007. 

Hiring hackers would compromise 
operational security. The only remain-
ing option is to retain “outsiders” to 
undertake such an attack. This is very 
operationally risky. It would force the 
terrorists to operate outside their own 
circles and thus leave them ripe for in-
filtration. Even if they successfully got 
in contact with “real” hackers, they 
would be in no position to gauge their 
competency accurately; they would 
simply have to trust in same. This 
would be very risky. 

So on the basis of technical know-
how alone cyberterror attack is not 
imminent, but this is not the only fac-
tor one must take into account. The 
events of Sept. 11, 2001 underscore 
that for a true terrorist event spectac-
ular moving images are crucial. The 
attacks on the World Trade Center 
were a fantastic piece of performance 
violence; look back on any recent 
roundup of the decade and mention 
of 9/11 will not just be prominent, but 
pictures will always be provided. 

The problem with respect to cyber-
terrorism is that many of the attack 
scenarios put forward, from shutting 
down the electric power grid to con-
taminating a major water supply, fail 
on this account: they are unlikely to 
have easily captured, spectacular (live, 
moving) images associated with them, 
something we—as an audience—have 
been primed for by the attack on the 
World Trade Center on 9/11. 

The only cyberterrorism scenario 
that would fall into this category is 
interfering with air traffic control 
systems to crash planes, but haven’t 
we seen that planes can much more 
easily be employed in spectacular 
“real-world” terrorism? And besides, 

aren’t all the infrastructures just 
mentioned much easier and more 
spectacular to simply blow up? It 
doesn’t end there, however. For me, 
the third argument against cyberter-
rorism is perhaps the most compel-
ling; yet it is very rarely mentioned. 

In 2004, Howard Schmidt, former 
White House Cybersecurity Coordi-
nator, remarked to the U.S. Senate 
Committee on the Judiciary regard-
ing Nimda and Code Red that “we 
to this day don’t know the source of 
that. It could have very easily been a 
terrorist.”4 This observation betrays 
a fundamental misunderstanding of 
the nature and purposes of terrorism, 
particularly its attention-getting and 
communicative functions. 

A terrorist attack with the poten-
tial to be hidden, portrayed as an ac-
cident, or otherwise remain unknown 
is unlikely to be viewed positively by 
any terrorist group. In fact, one of the 
most important aspects of the 9/11 at-
tacks in New York from the perpetra-
tors viewpoint was surely the fact that 
while the first plane to crash into the 
World Trade Center could have been 
accidental, the appearance of the sec-
ond plane confirmed the incident as a 
terrorist attack in real time. Moreover, 
the crash of the first plane ensured a 
large audience for the second plane as 
it hit the second tower. 

Alternatively, think about the mas-
sive electric failure that took place in 
the northeastern U.S. in August 2003: 
if it was a terrorist attack—and I’m not 
suggesting that it was—but if it was, it 
would have been a spectacular failure. 

Conclusion
Given the high cost—not just in terms 

of money, but also time, commitment, 
and effort—and the high possibility of 
failure on the basis of manpower is-
sues, timing, and complexity of a po-
tential cyberterrorist attack, the costs 
appear to me to still very largely out-
weigh the potential publicity benefits. 
The publicity aspect is crucial for po-
tential perpetrators of terrorism and 
so the possibility that an attack may be 
apprehended or portrayed as an acci-
dent, which would be highly likely with 
regard to cyberterrorism, is detrimen-
tal. Add the lack of spectacular moving 
images and it is my belief that cyber-
terrorism, regardless of what you may 
read in newspapers, see on television, 
or obtain via other media sources, is 
not in our near future. 

So why then the persistent treat-
ment of cyberterrorism on the part of 
journalists? Well, in this instance, sci-
ence fiction-type fears appear to trump 
rational calculation almost every time. 
And I haven’t even begun to discuss 
how the media discourse has clearly 
influenced the pronouncements of 
policymakers.c 	

c	 For more on the issues relating to media cov-
erage of cyberterrorism raised in this column, 
including analysis of the pronouncements of 
policymakers in this regard, see “Media, Fear 
and the Hyperreal: The Construction of Cy-
berterrorism as the Ultimate Threat to Critical 
Infrastructures.” In M.D. Cavelty and K.S. Kris-
tensen, Eds., Securing “The Homeland”: Critical 
Infrastructure, Risk and (In)Security (Ashgate, 
London, 2008), 109–129.
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W
hat is  the  market de-
mand for broadband 
by U.S. households? 
It is well known that 
demand for broad-

band Internet has grown substantially 
in the last decade. That growth has 
driven the demand for computers, 
routers, fiber-optic cable and much 
more. Our research puts some statis-
tical numbers behind this widely rec-
ognized growth.2 We estimated con-
sumer willingness-to-pay (WTP) for 
broadband service in late 2009 and 
early 2010. Our WTP estimates show a 
high valuation for broadband for aver-
age consumers, and even for inexperi-
enced users.

There are many proposals for in-
creasing the deployment and use 
of broadband infrastructure, most 
importantly the FCC’s National 
Broadband Plan (see http://www.
broadband.gov/plan/). Formal cost-
benefit evaluation of these proposals 
requires, among other things, some 
understanding of the potential ben-
efits from more widespread access 
to broadband Internet service. Our 
study provides more understanding 
of those benefits. 

Experimental Design
Choice experiments were used to es-
timate household preferences for the 
different features that comprise Inter-
net service, including the basic service 

features speed and reliability, in addi-
tion to recent and hypothetical uses 
of the Internet. A carefully designed 
choice experiment manipulates the 
features for a series of hypothetical 
Internet services to obtain the varia-
tion in the data needed to estimate 
the parameters precisely. Choice ex-
periments also allow us to estimate 
the marginal utilities (satisfaction) for 

service features that are not currently 
available or are only available in lim-
ited geographical areas. 

The WTP for Internet service is esti-
mated with data from a nationally rep-
resentative online survey with more 
than 6,200 respondents. Respondents 
face repeated discrete-choice experi-
ments. Respondents choose from a 
pair of hypothetical Internet service 

Economic and  
Business Dimensions  
Household Demand for 
Broadband Internet Service 
How much are consumers willing to pay for broadband service?

doi:10.1145/1897816.1897830		  Gregory Rosston, Scott Savage, and Donald Waldman

Massachusetts Governor Deval Patrick signing legislation to make high-speed Internet 
available in the state’s 32 communities lacking access to broadband service.

http://www.broadband.gov/plan/
http://www.broadband.gov/plan/
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for viewing full-length movies (“Movie 
Rental”). 

We estimate the WTP for a sub-
sample of experienced users, as well 
as for a subsample of inexperienced 
users (that is, those with less than 12 
months of online experience). This 
difference provides some indication 
of valuations for households that have 
recently connected to the Internet. 

Empirical Results
Speed and reliability are important 
features of Internet service with con-
sumers willing to pay approximate-
ly $20 per month for more reliable 
service, $45 for an improvement in 
speed from slow to fast, and $48 for 
an improvement in speed from slow 
to very fast. These estimates indicate 
a very fast service is worth only about 
$3 more than fast service. The latter 
finding requires an explanation. As it 
turns out, the typical U.S. household is 
involved in Internet activities and ap-
plications at home that do not require 
very fast download and upload speeds, 
such as reading and writing email or 
light Web usage. Households are sen-
sitive to other aspects of their service. 
They are also willing to pay an addi-
tional $6 per month for Priority, $4 for 
Telehealth, $5 for Videophone, and $3 
for Movie Rental. Mobile Laptop is not 
valued by respondents.

For comparison with the findings 
of previous studies, we calculate the 
own-price elasticity of the demand for 
broadband Internet of –0.44, which is 
less elastic than estimates using older 

alternatives, labeled A and B. A follow-
up question is then presented that 
asks respondents to make an addi-
tional choice between their hypotheti-
cal choice—A or B—and their “status 
quo” Internet service they now experi-
ence at their homes. 

The hypothetical alternatives dif-
fer by the levels of the three Internet 
features: cost, speed, and reliability, 
and one of five Internet activities: the 
ability to designate some uploads and 
downloads as high priority (labeled 
“Priority” in the accompanying table); 
the ability to interact with their health 
professionals and view their records 
online (“Telehealth”); the ability to 
connect remotely regardless of WiFi 
availability (“Mobile Laptop”); a built-
in Skype-like service (“Videophone”); 
and a video-on-demand movie service 

The typical U.S. 
household is involved 
in Internet activities 
and applications  
at home that do not 
require very fast 
download and  
upload speeds.

Estimated valuation for Internet service ($ per month).

Features Basic Reliable Premium Premium Plus

Speed Fast Fast Fast Fast

Reliability Less reliable Very reliable Very reliable Very reliable

Priority No No Yes Yes

Telehealth No No No Yes

Mobile Laptop No No No Yes

Videophone No No No Yes

Movie Rental No No No Yes

All Users $59.10 $78.98 $85.35 $98.09

($0.50) ($0.66) ($1.09) ($1.64)

Inexperienced 
Users

$30.74 $40.80 $58.69 $71.00

($2.35) ($2.67) ($4.63) ($8.05)

Note: Standard error of estimated valuation in parentheses.

ACM 
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data. This means consumers are less 
willing now to give up broadband ser-
vice if prices increase because they 
value it more highly than they had pre-
viously. In many households the cost 
of broadband is treated as a necessary 
expenditure.

Household valuations for Internet 
service may vary with the number of 
years the household has been con-
nected to the Internet. Inexperienced 
households with slow-speed connec-
tions are willing to pay about $16–$17 
per month for an improvement from 
slow to fast speed, but they do not val-
ue an improvement from fast to very 
fast speed. Inexperienced households 
with a high-speed connection are will-
ing to pay approximately $26–$27 per 
month for an improvement from slow 
to fast speed.

To better illustrate our results, the 
accompanying table shows four levels 
of Internet service. Basic service has 
fast speed and less reliable service. Re-
liable Internet service has fast speed 
and very reliable service. Premium 
service has fast speed, very reliable 
service, and the ability to designate 
some downloads as high priority. Pre-
mium Plus service has fast speed, very 
reliable service, plus all other activi-
ties bundled into the service. We then 
assume that household valuation for a 
dialup-like service: less reliable, slow, 
and with no other special activities, is 
$14 per month. 

The estimates shown in the table 
suggest the representative household 
would be willing to pay $59 per month 
for a Basic service, $79 for a Reliable 
service, $85 for a Premium service, 
and $98 for a Premium Plus service. 
The bottom half of the table shows 
that an inexperienced household with 
a slow connection would be willing 
to pay $31 per month for a Basic ser-
vice, $41 for a Reliable service, $59 for 
a Premium service, and $71 for a Pre-
mium Plus service.

These estimates suggest the value 
of broadband has changed in the 
last decade. In 2003 the representa-
tive household was willing to pay ap-
proximately $46 per month for Reli-
able broadband service3 compared to 
about $79 in 2010. Given that the price 
of broadband has not changed much 
in this period, these estimates suggest 
experienced households get more for 

their money today than in the recent 
past. Using the language of econom-
ics, we would say that monthly con-
sumer surplus per household has in-
creased substantially between 2003 
and 2010.

Policy Implications
Choice experiments show that reli-
ability and speed are important fea-
tures of Internet service, but that very 
fast Internet service is not worth much 
more to households than fast service 
at this point in time. Using these re-
sults, we calculate that a representa-
tive household would be willing to pay 
about $59 per month for Basic Inter-
net service. In contrast, an inexperi-
enced household with a slow connec-
tion would be willing to pay about $31 
per month for Basic Internet service.

One interpretation of these results 
is that experienced users are more 
aware of the full range of economic, 
entertainment, information, and so-
cial benefits that the Web has to of-
fer. Inexperienced users may also 
have less technical ability when using 
high-technology goods and service. 
As such, they would be relatively less 
productive when using the Internet 
to produce household income and/
or savings in time. The large increase 
in WTP indicates the Internet is not 
only becoming a much more impor-
tant part of people’s lives, possibly 
because they are learning more about 
its capabilities, but also that its capa-
bilities have increased through new 

applications and increased reliability. 
Our data does not allow us to dif-

ferentiate two potential explana-
tions—households with a higher WTP 
for Internet subscribed sooner or ex-
perience increases valuation. Likely 
both contribute to the difference. 
The FCC’s National Broadband Plan 
discusses a number of proposals for 
subsidizing broadband. Our findings 
stress the importance of a well-target-
ed subsidy program over a poorly tar-
geted one.

If experience causes increased val-
uation, then correctly targeted private 
or public programs have the potential 
to increase overall broadband pen-
etration in the U.S. (see Ackerberg et 
al.1). These programs could educate 
households about the benefits from 
broadband (for example, digital litera-
cy training), expose households to the 
broadband experience (for example, 
public access), and/or directly support 
the initial take-up of broadband (for 
example, discounted service and/or 
hookup fees).

On the other hand, the high WTP 
for broadband indicates that large 
and poorly targeted subsidy programs 
could be quite wasteful. Subsidizing 
broadband, especially for non-poor 
households in higher-cost areas, may 
not be an efficient use of government 
spending because many such house-
holds would have been willing and 
able to pay market prices for broad-
band. As a result, the subsidy would 
have no effect on broadband adoption 
for these households.  	

References
1.	 Ackerberg, D., Riordan, M., Rosston, G., and Wimmer, 

B. Low-income demand for local telephone service: 
Effects of lifeline and linkup. SIEPR Discussion Paper, 
08-47. Stanford University, Palo Alto, 2009.

2.	 Rosston, G.L., Savage, S.J., and Waldman, D.M. 
Household demand for broadband Internet in 2010. 
The B.E. Journal of Economic Analysis & Policy 10, 1 
(Advances), Article 79 (2010). 

3.	 Savage, S. and Waldman, D. United States demand 
for Internet access. Review of Network Economics 3, 
(2004), 228–247.

Gregory Rosston (grosston@stanford.edu) is the deputy 
director of the Stanford Institute for Economic Policy 
Research and the deputy director of the Public Policy 
program at Stanford University, Stanford, CA.

Scott Savage (Scott.Savage@colorado.edu) is an 
associate professor who teaches microeconomics and 
telecom economics at the University of Colorado at 
Boulder.

Donald Waldman (Waldman@colorado.edu) is a 
professor and associate chair of the Graduate Program at 
the University of Colorado at Boulder. 

Copyright held by author. 

Experienced users 
are more aware 
of the full range 
of economic, 
entertainment, 
information, and 
social benefits  
the Web has  
to offer.

mailto:grosston@stanford.edu
mailto:Scott.Savage@colorado.edu
mailto:Waldman@colorado.edu


32    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

V
viewpoints

A
t the risk  of sounding a 
byte alarmist, may I call to 
your attention the extreme 
threat to our world posed 
by cyberwar, cyberterror-

ism, and cybercrime? Cyberattacks 
are already numerous and intricate, 
and the unquestionable trend is up. To 
grasp the likelihood of these threats, 
consider the similarities between 
physical and virtual violence. Before 
attacking the U.S. on Sept. 11, 2001, 
terrorists rehearsed their assaults on a 
smaller scale at the World Trace Center 
and in several more distant venues. 

Since that infamous date, parallel-
ing physical attacks, cyberstrikes of 
increasing severity have been carried 
out against many targets. A few small 
nations have been temporarily shut 
down. These attacks are proofs of con-
cept waiting to be scaled up. I hope cy-
bersecurity is on governments’ front 
burners. We ought not wait to react 
until a devastating cyber-onslaught is 
unleashed upon us.

Six years ago I wrote a Communica-
tions Inside Risks column urging that 
viruses, worms, and other malware 
be taught (“Not Teaching Viruses and 
Worms Is Harmful,” Jan. 2005, p. 144). 
The goal of that column was to involve 
future generations of computer pro-
fessionals in the expanding global 
malware problem and persuade them 
to help curb it. Six years later, malware 
is still not being taught. And the prob-
lem is now much worse.

Malware Evolution
During the first decade of the 21st cen-
tury the malware problem has evolved 
in two significant ways. Gone are the 
lethal but simplistic payloads, pro-
duced by improvised, amateur scripts. 
Gone also are the idiots savants who 
cut-and-pasted such scripts. Carders, 
script kiddies, spammers, identity 
thieves, and other low-level miscreants 
will probably and deplorably never be 
completely gone. Gangs of much bet-
ter trained programmers have largely 
replaced the individual crooks and 
nuisance makers. These gangs ply 
their trade for or in behalf of political 
syndicates, organized crime cartels, 
and government-sanctioned but un-
acknowledged dark ops. Some nation-
states covertly train and support them.

What began as gross mischief 
evolved into criminal activity. Rather 
than erasing a hard disk drive, why not 
steal the data stored on it? Or encrypt 
the drive and extort a ransom for de-

crypting it? Or hijack the users’ com-
puters? Today’s malware is a killer 
app: obfuscated, often; clumsy, never. 
A medley of viruses, worms, trojans, 
and rootkits, it is clever, enigmatic—
a sly hybrid. Its bureaucratic compo-
nents (such as installers and updaters) 
are examples of automated elegance.

Identity theft, botnetting, and many 
other forms of trespass and larceny 
continue. Coupled with negligence by 
institutions that are supposed to safe-
guard our privacy, the picture is bleak. 
Malware launchers seem to be always 
ahead. And their products are no lon-
ger stupid capers but skillful software 
packages. These are valuable lessons 
that are not being understood by us, 
the victims.

Malware perpetrators have clearly 
mastered these lessons. Trading local 
pranks for global villainy, the perps 
are readying their next steps on the 
international political stage, where 
cyberspace is a potential war zone 
in-the-making. Inadequately capable 
of defending ourselves from being 
burgled, we are easy targets for evil ge-
niuses plotting fresh hostilities.

We cannot protect ourselves from 
what we do not know. We must not re-
main stuck in a weak, purely reactive, 
defensive mode. New malware should 
no longer be an unexpected, unpleas-
ant surprise. And we must be embar-
rassed when anti-malware products 
cause more problems than they solve. 
As human beings, we have a duty to 

Inside Risks   
The Growing Harm of 
Not Teaching Malware
Revisiting the need to educate professionals  
to defend against malware in its various guises. 
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turies. How else could aspiring phy-
sicians and surgeons learn anatomy? 
Today, life science majors are not nec-
essarily bacteriologists, parasitolo-
gists, or virologists, but all enjoy the 
benefit of a standard curriculum that 
offers exposure to microbiology theo-
ry and its laboratory practice. This is 
not the case with computer science 
majors, whose curricula omit theory 
and programming of malware. Sadder 
yet, undergraduates learn sorting, da-
tabase, and other theories, and carry 

out their corresponding program-
ming assignments, but do not take a 
similarly rigorous course on malware.

Six years ago, when I proposed that 
not teaching malware was harmful, I 
was worried that new malware would 
attain greater sophistication, become 
much more complex, and that its 
force and impact would be felt more 
widely than those of its predecessors. 
Well, guess what? It has!

The reason we cannot solve the 
malware problem is simple: We don’t 
have a theory of malware. There are 

make our world a better place. As 
computer professionals, we must do 
our fair share to stanch malware and 
prevent cyberwar.

Dealing with Malware 
The malware problem must be dealt 
with on many fronts, proactively. 
Ideally, we should anticipate and be 
prepared for new malware. On the re-
search front, funding agencies should 
follow DARPA’s example. If synthetic 
genomics—the fabrication of new ge-
netic material—merits $50 million in 
grants per year, so should exploration 
of new, novel, innovative malware.

University classrooms and labo-
ratories should serve as locations for 
spreading malware literacy. Under-
standing is achieved only by doing. 
The most effective way to compre-
hend something is to program it. We 
cannot afford to continue conferring 
degrees to computer majors who have 
never seen the source code of viruses, 
worms, trojans, or rootkits, never re-
versed any malware binaries, and nev-
er programmed their own malware.

Standard undergraduate com-
puter science curricula offer courses 
on many disparate topics, such as 
artificial intelligence and database 
systems. Students graduating with a 
degree in computer science are ex-
pected to have a solid acquaintance 
with various subjects that may not be 
their chosen specialty. Some gradu-
ates will dig deeper and become adept 
at these topics, but the mere fact that 
these topics are routinely taught to all 
undergraduate majors is in itself ben-
eficial, because future computer pro-
fessionals should not be completely 
ignorant in fields outside their areas 
of concentration.

Teaching malware will not turn our 
students into specialists. Malware lit-
eracy is not malware expertise. How-
ever, unlike artificial intelligence or 
databases, unfortunately malware is 
not a standard undergraduate course 
or even a regular part of an elective 
computer security course. (Syllabi of 
computer security courses may pay 
lip service to diverse issues, includ-
ing malware, but such courses are 
overwhelmingly concerned with cryp-
tography.) This means we are matric-
ulating computer scientists whose 
knowledge of malware is roughly on 

a par with that of the general popula-
tion of amateur computer users.

Six years and many articles, inter-
views, and blogs later, the question, 
“Should we teach malware?” still 
evokes apprehension, trepidation, 
even dread. The answer, of course, is, 
“Yes, we should.” Indeed, we must! It 
would be irresponsible not to have a 
single course dedicated exclusively to 
malware, or a course that studies vul-
nerabilities in general and malware 
in particular, or some other combina-

tion, so that students completing the 
course will gain a deeper understand-
ing of malware.

The apprehension, trepidation, 
and dread will not go away easily. 
Spreading viruses, worms, Trojans, 
and rootkits is dirty business. Pro-
gramming them may feel like doing 
something forbidden. Over the past 
six years, I’ve heard many concerns 
about the ethics of teaching malware. 
Taboos are difficult to dispel. For ex-
ample, the prohibition of dissecting 
cadavers held back medicine for cen-
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textbooks on sorting and searching, 
on database methods, on computer 
graphics. These textbooks present 
algorithms and source code listings. 
The many different techniques of 
sorting, for example, are analyzed and 
their implementations are examined 
thoroughly. Students are encouraged 
to explore new approaches to sorting, 
to improve on what is known, to push 
the limits of performance. Whereas 
such explorations are standard prac-
tice in areas such as sorting, they do 
not exist for malware. Malware was 
absent from nearly all undergraduate 
curricula six years ago and it is still ab-
sent, for essentially the same techni-
cal and ideological reasons.

Technical and  
Ideological Requirements
On the technical side, teaching 
malware requires knowing viruses, 
worms, Trojans, and rootkits, which 
obligates teachers to have read their 
source code, which in turn requires 
them to have the ability to reverse the 
binaries, and the facility to launch, 
run, and infect machines on an iso-
lated subnet. Having read a suffi-
ciently large, representative sampling 
of historic malware source code then 
leads to formulating various general-
izations to build a theory of malware 
that can be tested by writing deriva-
tive malware, new in a shallow sense 
but not necessarily innovative. These 
experiences then should culminate in 
inventing never-before-tried malware 
to foresee trends in cyberspace.

On the ideological side, arguments 
range from “moral purity” to “alloca-
tion of responsibility.” These argu-
ments are fueled by fear of the un-

known, especially when the unknown 
is potentially toxic. Having one’s 
reputation ruined by being labeled ir-
responsible, negligent, reckless, or in-
competent is a strong disincentive. It 
is difficult to imagine computer scien-
tists losing their professional standing 
or community esteem by demonstrat-
ing new multi-core implementations 
of Batcher’s sort, especially if it beat 
all current sorting techniques; but it is 
not difficult to conjure the poisonous 
politics of unveiling new malware that 
would escape detection by all current 
commercial anti-malware products. 
Raising the stakes with powerful sort-
ing algorithms is a laudable, honor-
able endeavor; casting a spell with 
powerful new malware is considered 
undignified per se.

That malware should be taught to 
computer science majors runs into 
a frequent and bothersome accusa-
tion—that we will be granting diplo-
mas to hordes of malicious hackers, 
aiding and abetting greater misbe-
havior than is being suffered already. 
Physicians, surgeons, nurses, phar-
macists, and other health profession-
als have the know-how with which to 
inflict pain, torture, and death. Every 
profession may have its “black sheep,” 
but it is obvious that society benefits 
by having an absolute majority of re-
sponsible and caring professionals.

Conclusion
I began this column by calling your at-
tention to the forthcoming triple trou-
ble of cyberwar, cyberterrorism, and 
cybercrime. The last of the three—cy-
bercrime—is abundantly in our midst 

already. The other two menaces are 
works in progress. All three typically 
deploy via malware. (Human gullibil-
ity is, tragically, a contributing factor.) 
The preferred way thus far has been 
to exploit overlay networks or satura-
tion-bomb regions of the Internet to 
build a broad-based infrastructure of 
illegally tenanted user machines and 
servers—a large botnet, responsive to 
peer-to-peer and command and con-
trol communications. Such a botnet’s 
unwitting foot soldiers—your and my 
machines—are powerful weapons in 
cyberspace, capable of mounting tar-
geted distributed denial-of-service 
attacks against individual users, in-
stitutions, corporations, and gov-
ernments. Botnets built by worms 
can remain silent and undergo quiet 
maintenance and upkeep between 
bursts of activity. Botnet battles—ter-
ritorial disputes and turf fights—are 
vicious confrontations for supremacy, 
worth billions of dollars and euros. 
For nation-states, the cyber-arms-
race is on: those with the strongest 
malware will emerge as super-cyber-
powers. None of these near-future de-
velopments can be wished away. And 
we continue to harm ourselves by not 
teaching malware.

May we let thousands of talented 
young minds lie fallow until our igno-
rant denial of the problem can no lon-
ger be condoned? How much malware 
damage should we tolerate? Until 
universal infection is the status quo? 
How are we to respond to massive but 
very likely covert malware pandem-
ics? Would our response be capable of 
restoring and maintaining stability? 
More importantly, would we be able 
to verify the effectiveness of such a re-
sponse?

Detecting and arresting malware 
and its launchers won’t be easy unless 
we ramp up on all fronts, especially 
education. Millions of educated pro-
fessionals are our best defense. Class-
rooms can be constructive idea gener-
ators. Let’s not wait another six years 
for important ideas, such as malware 
prevention and preemptive interdic-
tion, to be realized.	

George Ledin, Jr. (george.ledin@sonoma.edu) is a 
professor of computer science at Sonoma State University 
and a visiting fellow at SRI International.
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get to do via the excellent, and often 
slow, find(1) command. Hopefully 
they remembered the name of the file 
or you’ll get to do multiple searches, 
which is never fun. The only thing that 
makes this kind of sloppiness worse is 
when it is done completely in public, in 
open source projects.

Most, if not all, open source projects 
allow you to follow them by using one 

Kode Vicious 
Forest for the Trees 
Keeping your source trees in order.

doi:10.1145/1897816.1897833	 George V. Neville-Neil

Dear KV,
I’ve noticed that you comment a great 
deal on the cleanliness of people’s 
code, comments, version numbers, 
and other coding habits, but you’ve 
never mentioned one of my pet peeves: 
people who can’t seem to name their 
source trees correctly. Don’t people 
who tell you, “Oh, that file is in ~my-
name/project-foobar” annoy you? I 
can’t imagine that they don’t.

Frustrated by the Trees

Dear Frustrated,
There are so many things that frustrate 
me—as these columns have pretty 
clearly indicated—and so, yes, you are 
correct. People who don’t store their 
checkouts neatly and in some reason-
able fashion annoy me.

I often think that many program-
mers see their checkouts as they saw 
their rooms as children: a private do-
main in which they could do as they 
pleased until a parent told them to 
clean things up. With the amount of 
disk space available to the modern pro-
grammer, and the lack of parental su-
pervision in most workplaces, the time 
to “clean your room!” never comes. 
Thus, their checkouts grow and accrete 
files they call temporary but that really 
should have been given a good home, 
or removed, long ago.

What happens next is that you’re 
in a meeting or talking with said pro-
grammer and you ask, “Hey, where’s 
the source data that you made that 
graph from?” or “Did you check in that 

useful script you wrote last month?” 
These people will invariably say, “Oh, I 
meant to, but it’s just not that impor-
tant. You can just go copy it from my 
tree. It’s somewhere in my home direc-
tory under my-latest-work-17.” “17” is 
their attempt at a version number, but 
don’t expect them to have any directo-
ries labeled 1 to 16—really, just don’t. 
Now you have to find the file, which you G
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of the current plethora of source-code 
control systems to check out their soft-
ware to your local machine. While pro-
viding such a service is a great thing, 
providing it poorly is much like set-
ting up a library in the middle of town, 
throwing all the books up in the air, 
letting them fall where they may, and 
then labeling some of them with Post-
it Notes. Though most projects are not 
this horrific, I have noticed a tendency 
toward several sloppy, and therefore 
maddening, practices. I blame this 
trend on the recent introduction of dis-
tributed version-control systems, such 
as Mercurial and Git. 

KV’s first rule of public source-tree 
maintenance is to label everything 
clearly. Even if you don’t think a tree 
will last very long, label it: give it a 
meaning that those who are new to 
your project can easily understand so 
they can figure out if that tree is, in-
deed, of interest to them.

My second rule is to not mix person-
al developer trees with release trees. A 
Web page with 100 different possible 
checkout targets—and you may laugh, 
but I see this on a regular basis—is 
not a good way to present your project 
to users; nor is it a good way to make 
code available. Keeping developer pri-
vate source trees separate from trees 
you intend as real releases is a good 
way to increase sanity and reduce clut-
ter. If people really need to check out 
a developer’s private tree, they’ll likely 
find it, though you might help them 
along by setting up a page labeled “De-
veloper Trees.”

And lastly, don’t use developer trees 
as release trees. If the code in the devel-
oper’s tree is good enough to make a re-
lease, then have the developer check it 
in, make a branch, and release it. A de-
veloper who is too lazy to do this should 
not be part of a project. No developer is 
important or brilliant enough for his or 
her tree to be the release tree.

KV

Dear KV,
In my spare time at work I’ve been add-
ing an embedded language to some of 
our tools so that other people on my 
team could more easily script parts of 
their work. After spending a few weeks 
doing this, I showed what I had done 
to my team, and instead of them all 

being happy and welcoming the extra 
work, their reactions ran from indif-
ferent to hostile. I even used a popular, 
open source, embeddable language, 
not something I cooked up on my own. 
I made their jobs easier. Why wouldn’t 
they be happy?

Underappreciated

Dear Under,
Are you sure you made their jobs 
easier? Are you sure you understand 
their jobs? It is a common belief by 
engineers that every piece of code they 
write is somehow a boon to mankind 
and is helping to drive the entire hu-
man race forward, propelling us all 
into a brave new world. Another thing 
to consider is that most people do not 
like surprises, even good ones. Try 
this experiment. Take a $20 bill—or if 
you’re in Europe a 10-euro note—and 
leap into a coworker’s cubicle scream-
ing, “Good morning!!!” at the top of 
your lungs and then loudly slap the 
bill on the desk. You’ve just given your 
coworker money, so surely that co-
worker will be happy to see you. Please 
report back your results.

What is more likely is that you found 
a need that you, yourself, wished to fill 
and you spent some enjoyable time 
filling that need. There is nothing 
wrong with working to scratch a tech-
nical itch; some of the best innovations 
come from engineers doing that. There 
is something wrong with believing that 
a group of people, who have no idea 
what you’ve been doing late at night 
for the past month, are suddenly going 

to look at whatever you’ve created and 
say, “Oh, joy! It’s just what I wanted!” 
All but the most obvious of creations 
need to be socialized. (Yes, I used so-
cialized in a technical column.)

If you want your idea to be accepted, 
you first have to understand whether it 
is needed by anyone except yourself. 
Doing this by secretly watching your 
coworkers and taking notes is a great 
way to get yourself put on some sort 
of psych watch list with HR, so I sug-
gest you go about it a bit less subtly 
than that: by asking them. Ask one or 
two people you think would want to 
use your new software if they are actu-
ally interested in what you’re thinking 
about building. If they say, “No,” that’s 
not a reason to stop; it just tells you 
that when you’re done, you’ll have to 
do a lot more work to get them to see 
how great your creation is. Just for the 
record, yelling at them in a meeting 
and telling them how stupid they are 
not to see how clever you are is also a 
losing strategy.

Your best bet is to think about a sim-
ple part of your new system that is so 
useful, and so incontrovertibly a boon 
to their daily lives, that they will im-
mediately find a use for it. Concentrate 
on making that useful piece available 
to them, and you will likely win them 
over. Or, you could just become man-
agement and force them all to do your 
bidding. Either way.

KV

  Related articles 
  on queue.acm.org

Purpose-Built Languages
Mike Shapiro
http://queue.acm.org/detail.cfm?id=1508217

Broken Builds
Kode Vicious
http://queue.acm.org/detail.cfm?id=1740550

George V. Neville-Neil (kv@acm.org) is the proprietor of 
Neville-Neil Consulting and a member of the ACM Queue 
editorial board. He works on networking and operating 
systems code for fun and profit, teaches courses on 
various programming-related subjects, and encourages 
your comments, quips, and code snips pertaining to his 
Communications column.
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A 
series o f recent reports 
claim the U.S. education 
system is in a very severe 
crisis; others suggest the 
crisis is “overblown.” 

On the one hand, the National Acad-
emies released a report “Rising Above 
the Gathering Storm, Revisited: Rap-
idly Approaching Category 5,”6 which 
argued that the U.S. economy is at risk 
because innovation will suffer due to 
poor-quality science education. The 
President’s Council of Advisors on Sci-
ence and Technology (PCAST) stated in 
its report “Prepare and Inspire: K–12 
Education in Science, Technology, En-
gineering, and Math (STEM) for Amer-
ica’s Future”8 that there are “troubling 
signs” about U.S. STEM education. In 
particular, the Council of Advisors’ 
report called out the importance of 
knowing about computing, for exam-
ple, they say “a basic understanding of 
technology and engineering is impor-
tant if our children are to contribute 
to and compete in a rapidly changing 
society and an increasingly intercon-
nected global community.”

On the other hand, an essay from 
Nicholas Lemann in a recent issue of 
The New Yorker referred to the crisis in 
American education as “overblown.”3 
Lemann points out that the Ameri-
can system of mass higher education 
is “one of the great achievements of 
American democracy.” In September, a 
New York Times article pointed to rising 
unemployment in the technology sec-
tor, suggesting that maybe we have too 
many computing graduates.7

All of these reports might be right. 
An explanation that satisfies all these 
claims is that we are educating large 
numbers of students, as Lemann sug-
gests, but not well enough to address 
the needs described in the National 
Academies and PCAST reports. The 
unemployed technology workers de-
scribed by the New York Times may not 
have the right skills or knowledge to 
get the jobs that will fuel innovation.

Computing education research has 
a role to play here. If these reports are 

right, we need to produce more gradu-
ates with a higher level of knowledge 
and skill. Computing education re-
search can help us figure out where the 
shortcomings are in the U.S. education 
system, and how to address them. 

The Sorry State of CS1
The introductory course in computer 
science in higher education is often re-
ferred to as “CS1” from early ACM and 
IEEE curriculum volumes. One of the 
first efforts to measure performance in 

Education 
From Science  
to Engineering  
Exploring the dual nature of computing education research. 

doi:10.1145/1897816.1897831	 Mark Guzdial

President Barack Obama meeting with the President’s Council of Advisors on Science and 
Technology (PCAST).
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CS1 was in a series of studies by Elliot 
Soloway and his colleagues at Yale Uni-
versity. They regularly used the same 
problem, called “The Rainfall Prob-
lem”: Write a program that repeatedly 
reads in positive integers, until it reads 
the integer 99999. After seeing 99999, 
it should print out the average. In one 
study, only 14% of students in Yale’s 
CS1 could solve this problem cor-
rectly.9 The Rainfall Problem has been 
used under test conditions and as a 
take-home programming assignment, 
and is typically graded so that syntax 
errors don’t count, though adding a 
negative value or 99999 into the total is 
an automatic zero. Every study that I’ve 
seen (the latest in 2009) that has used 
the Rainfall Problem has found simi-
lar dismal performance, on a problem 
that seems amazingly simple.

Mike McCracken realized the prob-
lem with Soloway’s studies, or any sim-
ilar study, could be that a single cam-
pus could get it wrong. Maybe Yale just 
taught CS1 badly. McCracken wanted 
to find problems that students might 
be having in general with CS1. He or-
ganized a multi-institutional, multi-
national (MIMN) study, with student 
data on the same problem collected 
from four institutions in three differ-
ent countries.5 One place might get it 
wrong, use the “wrong” language, or 
use “objects-first” when they ought to 
do “objects-later” (or some other ped-
agogical trade-off). Studying a range 
of schools helps us to describe “tradi-
tional” teaching of that subject, and 
student outcomes from that teaching. 
McCracken’s group asked students to 
evaluate arithmetic expressions where 

the numbers and operations appeared 
in a text file (prefix, postfix, or infix—
student’s choice). 215 CS1 students 
participated in the study. The average 
score was 21%. Many of the partici-
pants never got past the design part of 
the problem to write any code at all.

Raymond Lister thought that maybe 
McCracken’s study was asking stu-
dents to do too much, in that they were 
designing solutions and implement-
ing programs. He organized another 
MIMN study, this time where they 
asked students to read and trace code. 
556 students from six institutions 
across seven countries completed 12 
multiple-choice questions involving 
iteration and array manipulation. The 
average score was 60%; 23% of the stu-
dents were only able to get four or few-
er problems correct.

The most recent evaluation of CS1 
is in the dissertation by Allison Elliott 
Tew, whom I advised.10 Elliott Tew has 
been interested in how we can com-
pare performance between different 
kinds of CS1, especially where the lan-
guage varies. She hypothesized that 
students could take a test written in a 
pseudocode, especially designed to be 
easy to read, that would correlate well 
with how students performed in what-
ever their “native” CS1 language was. 
Before she created her test, though, she 
had to define what we mean by “CS1.”

Since Elliott Tew wanted her test to 
be usable in a variety of different kinds 
of classes, she tried to define a small 
subset of what different people saw as 
“CS1 knowledge.” Elliott Tew looked at 
popular CS1 textbooks to define the in-
tersection set of topics between those, 
and used the ACM/IEEE curricular 
volumes to identify only those topics 
recommended for CS1. In the end, she 
defined a very small subset of what any-
one teaches in CS1 as the “CS1 knowl-
edge” that she would test.

Elliott Tew created an exam with 27 
questions in each of MATLAB, Python, 
Java, and her pseudocode. Each of her 
952 subjects, from three institutions in 
two countries, completed two exams: 
One in her pseudocode, and one in their 
“native” language. She found that the 
correlation was very high between the 
pseudocode and the “native” language, 
and additionally, the correlation was 
very high between the pseudocode and 
the students’ final exam grade in CS1. 

Computing education 
research can help us 
figure out where the 
shortcomings are in 
the U.S. education 
system, and how to 
address them.
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Elliott Tew’s results make a strong 
case that pseudocode can be used ef-
fectively in a language-independent 
test for CS1 knowledge and that her 
test, in particular, is testing the same 
kinds of things that CS1 teachers are 
looking for on their final exams. But 
the relevant finding is that the major-
ity of her 952 test-takers failed both of 
her exams, based on a small subset of 
what anyone teaches in CS1. The aver-
age score on the pseudocode exam was 
33.78%, and 48.61% on the “native” lan-
guage exam.10

These four studies4,5,8,10 paint a pic-
ture of a nearly three-decades-long 
failure to teach CS1 to a level that we 
would expect. They span decades, a 
variety of languages, and different 
teaching methodologies, yet the out-
comes are surprisingly similar. Cer-
tainly, the majority of students do 
pass CS1, but maybe they shouldn’t 
be passing. Each of these four efforts 
to objectively measure student perfor-
mance in CS1 has ended with the ma-
jority of students falling short of what 
we might reasonably considerable 
passable performance. The last three 
studies,4,5,10 in particular, have each 
attempted to define a smaller and 
smaller subset of what we might con-
sider to be CS1 knowledge. Yet perfor-
mance is still dismal. We have not yet 
found a small enough definition of 
CS1 learning outcomes such that the 
majority of students achieve them.

 There are a lot of possible expla-
nations for why students perform so 
badly on these measures. These stud-
ies may be flawed. Perhaps students 
are entering the courses unprepared 
for CS1. Perhaps our expectations for 
CS1 are simply too high, and we should 
not actually expect students to achieve 
those learning objectives after only a 
single course. Perhaps we just teach 
CS1 badly. I argue that, regardless of 
explanation, these four studies set us 
up for success.

From Science to Engineering
In 1985, Halloun and Hestenes pub-
lished a careful study of their use of 
the Mechanics Diagnostics Test, later 
updated as the Force Concept Invento-
ry.2 The Force Concept Inventory (FCI) 
gave physics education researchers a 
valid and reliable yardstick by which 
to compare different approaches to 

teaching physics knowledge about 
force. The traditional approach was 
clearly failing. Hestenes reported that 
while “nearly 80% of the students 
could state Newton’s Third Law  at 
the beginning of the course…FCI data 
showed that less than 15% of them ful-
ly understood it at the end.”

FCI as a yardstick was the result of 
physics education research as science. 
Scientists define phenomena and de-
velop instruments for measuring those 
phenomena. Like computer scientists, 
education researchers are both scien-
tists and engineers. We not only aim 
to define and measure learning—we 
develop methods for changing and im-
proving it.

Physics education researchers de-
fined a set of new methods for teach-
ing physics called interactive-engage-
ment methods. These methods move 
away from traditional lecture, and 
instead focus on engaging students 
in working with the physics content. 
In a study with a stunning 6,000-plus 
participants interactive-engagement 
methods were clearly established to 
be superior to traditional methods for 
teaching physics.1 Once the yardstick 
was created, it was possible to engi-
neer new ways of teaching and com-
pare them with the yardstick.

The demands of the “Rising Above 
the Gathering Storm” and PCAST re-
ports call on computing education re-
searchers to be engineers, informed 
by science. These four studies estab-
lish a set of measures for CS1 knowl-
edge. There are likely flaws in these 
measures. More and better measures 

We need to develop 
better ways of 
teaching computer 
science, like the 
physics educators’ 
interactive-
engagement 
methods.

can and should be developed. There is 
much that we do not know about how 
students learn introductory comput-
ing. There is plenty of need for more 
science. 

But even with just these studies, we 
have significant results showing that 
our current practice does not measure 
up to our goals. We have four yard-
sticks to use for measuring progress 
toward those goals. Even doing better 
against these yardsticks would be im-
proving our teaching methods of com-
puter science. Our challenge is to do 
better. We need to develop better ways 
of teaching computer science, like the 
physics educators’ interactive-engage-
ment methods. We need to publish our 
better methods and demonstrate suc-
cessful performance against common 
yardsticks. 

Computing education researchers 
have proven themselves as scientists. 
The next challenge is to prove we can 
also be engineers. Computing educa-
tion needs to build on the science and 
show measurable progress toward the 
needs identified by that science.	
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Viewpoint 
Technology, Conferences,  
and Community 
Considering the impact and implications of changes in scholarly communication. 

doi:10.1145/1897816.1897834	 Jonathan Grudin 

I
n 2009 and 2010, over a dozen Com-
munications Editor’s Letters, 
Viewpoints, blog entries, reader 
letters, and articles addressed 
our conference and journal pub-

lication culture. The discussion covered 
the shift from a traditional emphasis on 
journals to the current focus on confer-
ences, and the challenges of conference 
reviewing, but at its heart is our sense of 
community.2 One commentary spoke 
of a “death spiral” of diminishing par-
ticipation.1 Several of the contributors 
joined a plenary panel on peer review at 
the 2010 Computing Research Associa-
tion Conference at Snowbird.4

In a nutshell, the commentaries note 
that a focus on conference publication 
has led to deadline-driven short-term re-
search at the expense of journal publica-
tion, a reviewing burden that can drive 
off prominent researchers, and high 
rejection rates that favor cautious in-
cremental results over innovative work. 
Some commentators identify novel ap-
proaches to addressing these or other 
problems, but the dominant view is that 
we should return to our past practice of 
regarding journal publication as the lo-
cus of quality, which remains the norm 
in other sciences.

To understand whether this is pos-
sible, and I doubt it is, we must under-
stand why computer science in the U.S. 
shifted to conference publication in 
the first place. As commentators have 
noted, it was not simply that computer 
science requires quick dissemination 
of results: Conferences did not become 
focused on quality in Europe or Asia, or 

in other competitive, quickly evolving 
fields such as neuroscience or physics. It 
is not that U.S. computer science could 
not expand journal page counts: com-
puter science journals abroad expand-
ed, passing the costs on to libraries. This 
Viewpoint considers other factors and 
outlines their implications. 

Technology and a Professional 
Organization Drove the Shift 
to Conference Publication 
By the early 1980s, the availability of text 
editing or word processing among com-
puter scientists enabled the relatively in-
expensive production of decent-looking 
proceedings prior to a conference. This 
was something new. Anticipating that li-
braries might shelve proceedings, ACM 
printed many more copies than confer-
ences needed, at a low incremental cost. 

ACM also made them available by mail 
order after a conference at a very low 
price. Papers in ACM conferences were 
thus widely distributed and effectively 
archival. These are the two features that 
motivated the creation of journals centu-
ries earlier. 

Proceedings in Europe and Asia rare-
ly had after-conference distribution, so 
to be archived, work there had to prog-
ress to journal publication. The shift 
to a conference focus did not occur. In 
2004, a prominent U.K. researcher wrote 
about the CHI conference: “HCI’s love 
of conferences is a fluke of history. We all 
know this. CS in general has suffered from 
it, but is steadily moving away. CHI how-
ever digs in, with more and more death rat-
tles such as CHI Letters. Being conference 
centered is bad for any field: bad for its 
archival material, bad for its conferences, 

Membership in the top 10 ACM Special Interest Groups in 1990, 2000, and 2010. Currently, 
only two of 34 SIGs have 3,000 members.

SIG 1990 2000 2010

PLAN 12,335 4,362 2,323

GRAPH 11,811 4,063 7,216

SOFT 10,824 3,313 2,489

ART 8,955 1,917 1,123

OPS 6,801 2,356 1,828

CHI 5,023 4,950 4,415

ARCH 4,685 1,730 1,384

ADA 4,089 685 292

MOD 3,952 2,941 1,922

MIS 3,082 755 497

(all 30+) 103,489 47,042 41,008
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that caution and incrementalism fare 
better than innovation and significance 
in conference assessments. An incre-
mental advance has a methodology, 
a literature review, and a rationale for 
publication that were bulletproofed in 
the papers it builds on. We try to chan-
nel papers to the most expert review-
ers in an area, but to them incremental 
advances loom larger than they will to 
others. With pressure to reject ~75% 
and differing views of what constitutes 
significant work, the minor flaws or 
literature omissions that inevitably ac-
company novel work become grounds 
for exclusion. And in a zero-sum game 
where conference publication leads to 
academic advancement, a novel paper 
can be a competitive threat to people 
and paradigms, echoing concerns 
about journal conservatism in other 
fields. 

Birman and Schneider describe the 
risk of a “death spiral” when senior peo-
ple cease to review.1 Although engaging 
young researchers as reviewers is great, 
they often feel more comfortable identi-
fying minor flaws and less comfortable 
in declaring that work is more or less 
important. Every year, conferences in 
my area adjust the review process. But 
significant change is elusive, given the 
forces I have described. 

Impact on Community 
A leading neuroscientist friend de-
scribed the profession’s annual meet-
ing as a “must-attend” event “where 
people find out what is going on.” There 
are 15,000 presentations and 30,000 at-
tendees. The quality bar is low. It is a 
community-building effort in a journal-
oriented field. 

In contrast, despite tremendous 
growth in many CS specializations, at-
tendance at many of our conferences 
peaked or plateaued long ago. So has 
SIG membership, as shown in the ac-
companying table. Conferences prolif-
erate, dispersing organizational effort 
and the literature, reducing a sense of 
larger community. 

In my field, CHI once had many vi-
brant communication channels—a 
highly regarded newsletter, an interac-
tive email discussion list, passionate 
debates in the halls and business meet-
ings of conferences, discussants for 
paper sessions, and in the late 1990s 
an active Web forum. All of them disap-

and worst of all, really bad for the respect 
that we command with other communi-
ties. SIGCHI needs to move away from 
bolstering up conference publications. It 
needs to use journals for journal stuff and 
conferences for conference stuff.”a

He was wrong about the direction of 
computer science, and at least prema-
ture in diagnosing CHI’s expiration. The 
point, though, is that he saw the prob-
lem as an American problem, affecting 
CHI but not European HCI. 

Knock-on Effects 
This change in the complex ecology of 
scholarly communication was followed 
by a slow sequence of adjustments. ACM 
and IEEE had considered conference 
papers to be ephemeral, and expressly 
allowed verbatim or minimally revised 
republication in journals and trans-
actions. With proceedings effectively 
archived even before digital libraries 
arrived, this policy was formally ended 
early in the 1990s. 

A significant consequence is that it 
is increasingly difficult to evolve confer-
ence papers into journal articles. Pub-
lishers, editors, and reviewers expect 
considerable new work, even new data, 
to avoid a charge of self-plagiarism. Re-
publishing the same work is undesir-
able, but we have inhibited the use of 
review and revision cycles to clean up 
conference papers, expand their litera-
ture reviews, and engage in the deeper 
discussions that some feel are being 
lost. 

The pattern extends beyond systems. 
I edited ACM Transactions on Computer-
Human Interaction and serve on the edi-
torial boards of Human-Computer Inter-
action, Interacting with Computers, and 
ACM Computing Surveys. By my estima-
tion, no more than 15% of the work pub-
lished in highly selective HCI confer-
ences later appears in journals. Journal 
publication is not a prerequisite for be-
ing hired into leading research universi-
ties. Today, the major U.S. HCI journals 
mostly publish work from Europe and 
Asia, where conferences are less central. 

Now let’s consider reviewing, a pri-
mary focus of discussion, before turning 
to the impact of these changes on our 
sense of community. 

a	 Gilbert Cockton, email communication, Jan. 
22, 2004.

Conference Selectivity and 
Effects on Reviewing 
In other fields, journals focus on iden-
tifying and improving research quality; 
large conferences focus on community 
building and community maintenance; 
and workshops or small conferences 
focus on member support through spe-
cialist discussions of work in progress. 
This reflects Joseph McGrath’s division 
of group activities into those focused on 
production, team health, and member 
support.3 

When conferences became archival, 
it was natural to focus on quality and 
selectivity. Even with authors preparing 
camera-ready copy, the expense of pro-
ducing a proceedings was proportional 
to its page count. Libraries sales were 
a goal prior to the emergence of digi-
tal libraries in the late 1990s. Libraries 
were more likely to shelve thinner pro-
ceedings, and needed to be convinced 
the work had lasting value. These pres-
sures drove down conference accep-
tance rates. In my field they dropped 
from almost 50% to 15% before settling 
in a range, 20%–25%, that is acceptably 
selective to academic colleagues yet not 
brutally discouraging to authors, we 
hope. 

But it is discouraging to have submis-
sions rejected. I know few if any people 
who submit with no hope of acceptance. 
In most fields, conferences accept work 
in progress. It is also discouraging when 
we see a paper presented and immortal-
ized in the digital library that seems less 
worthy than a paper that was rejected. 
Review processes are noisy, and more so 
as the reviewer pool expands to include 
graduate students and others. Multidis-
ciplinary fields, with diverse method-
ologies and priorities, deliver especially 
random outcomes. 

Previous commentaries emphasized 

When conferences 
became archival,  
it was natural to 
focus on quality  
and selectivity.
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peared. The CHI conference gets more 
submissions, but attendance peaked 
years ago. When a small, relatively pol-
ished subset of work is accepted, what is 
there to confer about? 

High rejection rates undermine com-
munity in several ways. People don’t re-
tain quite the same warm feeling when 
their work is rejected. Without a paper 
to give, some do not receive funding to 
attend. Rejected work is revised and 
submitted to other conferences, feed-
ing conference proliferation, diverting 
travel funding, and dispersing volunteer 
efforts in conference management and 
reviewing. In addition, high selectivity 
makes it difficult for people in related 
fields to break in—especially research-
ers from journal-oriented fields or coun-
tries who are not used to polishing con-
ference submissions to our level. 

A further consequence is that com-
puter scientists do not develop the skills 
needed to navigate large, community-
building conferences. At our confer-
ences, paper quality is relatively uniform 
and the number of parallel sessions 
small, so we can quickly choose what to 
attend. In contrast, randomly sampling 
sessions at a huge conference with 80% 
acceptance leads us to conclude that it 
is a junk conference. Yet with a couple 
hours of preparation, combing the many 
parallel sessions for topics of particular 
interest, speakers of recognized esteem, 
and best paper nominations, and then 
planning meetings during some ses-
sions, one can easily have as good an 
experience as at a selective conference. 
But it took me a few tries to discover this. 

Courtesy of Moore’s Law, our field en-
joys a constant flow of novelty. If existing 
venues do not rapidly shift to accommo-
date new directions, other outlets will 
appear. Discontinuities can be abrupt. 
Our premier conference for many years, 
the National Computer Conference, col-
lapsed suddenly two decades ago, bring-
ing down the American Federation of In-
formation Processing Societies (AFIPS), 
then the parent organization of ACM 
and IEEE. Over half of all ACM A.M. 
Turing Award winners published in the 
AFIPS conferences. Most of those pub-
lished single-authored papers. Yet the 
AFIPS conference proceedings disap-
peared, until they were recently added to 
the ACM Digital Library. The field moved 
on—renewal is part of our heritage. But 
perhaps we can smooth the process. 

Possible Directions 
Having turned our conferences into 
journals, we must find new ways to 
strengthen community. Rolling back 
the clock to the good old heyday of jour-
nals, ignoring changes wrought by tech-
nology and time, seems unlikely to hap-
pen. For one thing, it would undermine 
careers built on conference publication. 
More to the point, computer science in 
the U.S. responded first to technologies 
that enable broad dissemination and 
archiving. Other countries are now fol-
lowing; other disciplines will also adapt, 
one way or another. Instead of looking 
back, we can develop new processes and 
technologies to address challenges that 
emerged from exploiting the technolo-
gies of the 1980s. 

With storage costs evaporating, we 
could separate quality determination 
from participation by accepting most 
conference submissions for presenta-
tion and online access, while distin-
guishing ~25% as “Best Paper Nomi-
nations.” Making a major conference 
more inclusive could pull participation 
back from spin-off conferences. 

A more radical possibility is inspired 
by the revision history and discussion 
pages of Wikipedia articles. Authors 
could maintain the history of a proj-
ect as it progresses through workshop, 
conference, and journal or other high-
er-level accreditation processes. Chal-
lenges would have to be overcome, but 
such an approach might ameliorate 
reviewer load and multiple publication 
burdens—or might not. 

We are probably not approaching the 
bottom of a “death spiral.” But when 
AFIPS and the National Computer Con-
ference collapsed, the transition from 
profitable success to catastrophe was 
remarkably rapid. Let’s continue this 
discussion and keep history from re-
peating. 	
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Automated usability tests can be valuable 
companions to in-person tests.

by Julian Harty

Finding 
Usability 
Bugs with 
Automated 
Tests

usability and accessibility problems 
efficiently and effectively.

Usability and accessibility are two 
ways of measuring software qual-
ity. This article covers several ways in 
which automated tests can help iden-
tify problems and limitations in Web-
based applications, where fixing them 
makes the software more usable and/
or accessible. The work complements, 
rather than replaces, other human us-
ability testing. No matter how valuable 
in-person testing is, effective automa-
tion is able to increase the value of 
overall testing by extending its reach 
and range. Automated tests that are 
run with minimal human intervention 
across a vast set of Web pages would 
be impractical to conduct in person. 
Conversely, people are capable of 
spotting many issues that are difficult 
to program a computer to detect.

Many organizations do not do any 
usability or accessibility testing at 
all; often it’s seen as too expensive, 
too specialized, or something to ad-
dress after testing all the “function-
ality” (which is seldom completed 
because of time and other resource 
constraints). For these organizations, 
good test automation can help in sev-
eral ways. Automated tests can guide 
and inform the software development 
process by providing information 
about the software as it is being writ-
ten. This testing helps the creators 
of the software fix problems quickly 
(because they have fast, visible feed-
back) and to experiment with greater 
confidence. It can also help identify 
potential issues in the various inter-
nal releases by assessing each release 
quickly and consistently.

Some usability experts find the 
idea of incorporating automated tests 
into their work alien, uncomfort-
able, or even unnecessary. Some may 
already be using static analysis tools 
such as Hera and Bobby to check for 
compliance with WCAG (Web Con-
tent Accessibility Guidelines; http://
www.w3.org/TR/WCAG20/) and Sec-
tion 508 (http://www.access-board.
gov/sec508/guide/1194.22.htm), but 

Ideally,  all software  should be easy to use and 
accessible for a wide range of people. However, even 
software that appears to be modern and intuitive  
often falls short of the most basic usability and 
accessibility goals. Why does this happen? One 
reason is that sometimes our designs look appealing 
so we skip the step of testing their usability and 
accessibility—all in the interest of speed, reducing 
costs, and competitive advantage.

Even many large-scale applications from Internet 
companies present fundamental hurdles for some 
groups of users, and smaller sites are no better.  
We therefore need ways to help us discover these 

http://queue.acm.org
http://www.w3.org/TR/WCAG20/
http://www.access-board.gov/sec508/guide/1194.22.htm
http://www.access-board.gov/sec508/guide/1194.22.htm
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not yet using dynamic test automa-
tion tools. As a result, they catch some 
problems but miss others (which was 
the case for several of the examples 
given later in this article).

One aim of this article is to encour-
age readers simply to try applying 
some automated tests to see if they 
help uncover issues that may be worth 
fixing.

Why is Usability and 
Accessibility Testing Difficult?
It’s clear that companies today are not 

doing enough usability and accessi-
bility testing, and part of the reason is 
that it can be difficult to accomplish. 
Here are a few reasons why.

It’s often difficult to understand 
users’ frustrations when interacting 
with software, especially when their 
needs differ from ours. For example, 
if I’m a 20-something with good eye-
sight and mobility, an immensely 
detailed multilayered user interface 
might suit me well. But what about us-
ers with different abilities? Will they 
find it frustrating or possibly even 

unusable? Finding ways to accom-
modate a wide range of users is chal-
lenging, particularly for corporations 
that have problems accepting offers 
of free help from groups such as blind 
users and people with motor impair-
ments. Although rejecting such help 
may seem illogical, the logistics of 
preparation, transport, adapting the 
office environment to accommodate 
the visitors, and so forth. may dis-
courage those who already have lots 
of demands on their limited time and 
resources.
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There are a range of devices that 
bridge the gap between user and ap-
plication—from mice and keyboards, 
to screen readers, to specialized 
equipment that adapts the user in-
terface for people with severe impair-
ments. Unless we have had experience 
with these tools, it is difficult to con-
ceive of how they work in practice and 
how they affect the user’s experience 
with our application. Furthermore, 
developers of UI tools seldom provide 
functional interfaces to support test 
automation or screen readers—mak-
ing both challenging to implement.

In my view, usability testing is not 
inherently difficult, but it tends to 
be time consuming and hard to scale 
when it requires human observation 
of the people using the software being 
assessed. Also, because software de-
velopers seem to find the work fiddly 
or extraneous, they may fail at the first 
hurdle: deciding whether the testing 
effort is worth the investment. 

Difficulties in Test Automation
In addition to the basic challenges 
in usability and accessibility testing, 
there are also challenges in develop-
ing good automated testing frame-
works. Although pockets of interest-
ing academic research exist that focus 
on automated testing, as an industry 
we’ve found it difficult to translate 

academic work into practical value. 
Sharing of knowledge and tools from 
academia has been limited, as com-
panies need first to pay for access to 
many of the papers and then translate 
the formal structure of those papers 
into something that makes sense to 
them. These solutions must also ad-
dress the expectations implicit in the 
question, “Will this solve some of my 
immediate issues today?” Complicat-
ing things is that commercial auto-
mated-testing tool providers tend to 
guard their tests and methods, as they 
perceive this to be to their competi-
tive advantage.

Many test-automation frameworks 
are not used regularly, to the extent 
that practitioners actually run the 
automated tests again and again. 
Furthermore, in my experience many 
aren’t even used by their author(s). 
They are written once—perhaps so 
the authors get good performance 
reviews from their managers, rather 
than providing practical value to their 
projects—and then fall into disuse, 
as no one sees the value in the work 
or wants to support it. Longer-term 
test automation tends to suffer from 
fragility, poor maintainability, and in-
adequate software engineering prac-
tices. Good test automation is like 
good software development, requir-
ing similar skills, practices, and pas-

sion to create and maintain it.
Another difficulty in test automa-

tion is finding bugs that “bug” people 
to the extent they are deemed worth 
fixing versus bugs that will be dis-
counted because users are unlikely to 
encounter them or because develop-
ers don’t see the value of fixing them.

Still another challenge is integrat-
ing all the various Web browsers with 
the test-automation software. Each 
browser is distinct and needs special 
code so it can be used with automated 
tests. This code can be fairly complex 
and challenging to write. Developers 
have started various projects using a 
single browser only to discover that 
the overhead of trying to extend their 
work to additional browsers is signifi-
cantly more complex and time con-
suming than they are prepared for.

Finally, many test-automation 
tools still require their users to have 
technical and programming skills 
(for example, Java, Maven, JUnit, 
IDEs, among others) to write the tests. 
For open source projects the initial 
learning curve may be too steep to get 
the software to run on your computer. 
Some companies try to dumb down 
the test automation so people without 
a programming background can write 
tests, but these attempts often cause 
more harm than good. 

Examples of Automated Testing
In 2009, I helped test several global 
software applications at Google. They 
were constructed using GWT (Google 
Web Toolkit), a very powerful devel-
opment framework that allows de-
velopers to create cross-browser Web 
applications and hides many of the 
complexities from the developers. 
The resulting applications looked 
sleek and modern, and each had a 
user base of millions of people. 

Development teams estimated 
GWT saved person-years of work in 
getting their applications into pro-
duction. The way in which the teams 
were using GWT, however, resulted 
in several side effects that ended up 
generating usability and accessibil-
ity problems, such as broken key-
board navigation and poor support 
for screen readers. We discovered 
similar issues for other applications 
that used other frameworks and ap-
proaches, indicating these problems Figure 1. Screenshot of Google Search keyboard navigation test.
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One aim of this 
article is to 
encourage readers 
simply to try 
applying some 
automated tests 
to see if they help 
uncover issues that 
may be worth fixing.

might be widespread and prevalent 
throughout the industry. 

My main goal was to determine 
whether we could create automated 
tests that would help identify poten-
tial problems that may affect quality-
in-use for groups of users in terms of 
dynamic use of the software. As men-
tioned earlier in this article, several 
standards (for example, Section 508) 
and guidelines (for example, WCAG) 
aim to help address basic problems 
with accessibility, and a plethora of 
software tools are available to test for 
Section 508 and WCAG compliance. 
None, however, seemed to focus on 
quality-in-use of the applications.

Furthermore, my work needed to 
provide positive ROI (return on in-
vestment), as well as be practical and 
useful. 

Testing Keyboard Navigation
One facet of usability and accessi-
bility testing is keyboard input and 
navigation (as opposed to relying on 
a mouse or a touch screen). I decided 
to focus on finding ways to test key-
board navigation using automated 
software tools. The work started with 
a simple but effective heuristic: when 
we tab through a user interface, we 
should eventually return to where we 
started—typically, either the address 
bar in the Web browser or the input 
field that had the initial focus (for 
example, the search box for Google’s 
Web search). 

The initial test consisted of about 
50 lines of Java code. It provided a 
highly visible indicator of the navi-
gation by setting the background of 
each visited element to orange; each 
element was also assigned an ascend-
ing number representing the number 
of tabs required to reach that point. 
The screenshot in Figure 1 shows an 
example of navigating through the 
Google Search results. The tab order 
first works through the main search 
results; next, it tabs through the ads 
on the right, and then the column on 
the left; the final element is the Ad-
vanced Search link, which is arrived 
at after approximately 130 tabs! The 
code tracks the number of tabs, and if 
they exceed a specified value, the test 
fails; this prevents the test from run-
ning indefinitely.

This test helped highlight several 

key issues such as black holes, Web el-
ements that “swallow” all keystrokes. 
It also helped identify Web elements 
that were unreachable by tabbing 
through the page. Our success was 
measured by the percentage of bugs 
fixed and the reduction in keystrokes 
needed to navigate a user interface.

Several GWT frameworks include 
custom elements such as buttons. 
Developers can attach a JavaScript 
handler to these elements to handle 
specific keystrokes. We discovered a 
serious bug whereby JavaScript mis-
takenly discarded all the other key-
strokes (apart from the specific ones it 
was designed to handle). This meant 
that once a user navigated to that but-
ton, he or she was unable to leave us-
ing the keyboard (tab characters were 
being silently discarded).  

We used a heuristic in the auto-
mated test that assumed that if a user 
pressed the Tab key enough times, 
the user should eventually return to 
where he or she started in the user 
interface. The test included a “maxi-
mum number of tabs” parameter. We 
set this to three times the number of 
Web elements on the Web page as 
a balance between making sure we 
didn’t “run out” of tabs before reach-
ing the end of a legitimate page and 
the test continuing forever if we didn’t 
cap the number of keystrokes. If the test 
failed to return to the initial element, it 
failed. This test was able to detect the 
black hole caused by the erroneous Ja-
vaScript. The problem was finally fixed 
by changing the code in the underlying 
custom GWT framework.

The second problem we discov-
ered was a “new message” button that 
was unreachable using the keyboard. 
This was embarrassing for the devel-
opment team, as they prided them-
selves on developing a “power-user” 
interface for their novel application. 
One aspect of the test was that it set 
the background color of each Web 
element it visited to orange. We were 
able to spot the problem by watching 
the tests running interactively and 
seeing that the “new message” button 
was never highlighted. We were able 
to spot similar problems by looking at 
screenshots saved by the test automa-
tion code (which saved both an image 
of the page and the DOM (document 
object model) so we could visualize 
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the underlying HTML content). 
The third problem was more in-

sidious and initially more difficult to 
detect. GWT used a hidden IFRAME 
in the Web page to store the history of 
Web pages visited by the user (so the 
user could navigate with the browser 
navigation controls such as “Back”). 
We discovered, however, that one of 
the initial tab characters was directed 
to the hidden IFRAME. This was con-
fusing for users, because the cursor 
disappeared, and it was also mildly 
annoying, as they had to press an ad-
ditional Tab character to get to where 
they wanted in the user interface. 
Once the problem was uncovered, the 
fix was easy: add a TABINDEX=“-1” at-
tribute to the hidden IFRAME.

The next heuristic we considered 
was that the sum of the number of 
tabs should be identical for both for-
ward (Tab) and reverse (Shift+Tab) 
keystrokes. The first part of the test 
used the same code as that used for 
the initial heuristic, where the count 
of tabs issued is incremented for each 
element visited. Once the test reached 

the initially selected element, it start-
ed generating the Shift+Tab keyboard 
combination, which caused the navi-
gation to go in reverse. Again, the 
number of Shift+Tab keystrokes was 
counted. Each time an element was 
visited, the value set in the title prop-
erty of that element was added to the 
current value of the counter. The sum 
of the tab-orders should be identi-
cal for every element visited. If not, 
there is a hysteresis loop in the user 
interface indicating a potential issue 
worth investigating. Figures 2 and 3 
show the tab counts for each element 
visited. We can see that each pair of 
values for a given Web element add 
up to nine (for example, Button B’s 
counts are: 4 + 5 = 9; and Button A’s 
counts are 6 + 3 = 9). So this test pass-
es. [Note: the figures do not include 
extra tabs required for the browser’s 
address bar, etc.]

The final heuristic was that the 
flow of navigation should match a 
regular pattern such as down a logical 
column of input fields and then right 
and up to the top of the next column. 

Figure 4 shows two typical flows.
Here we can detect whether the 

expected pattern is being followed by 
obtaining the (x,y) location of each el-
ement on the Web page. The pattern 
may be explicit (if we know what we 
want or expect) or implicit (for exam-
ple, based on how similar Web pages 
behave). A tolerance may be used to 
allow slight variations in alignment 
(where we consider these to be ac-
ceptable).

Our automated tests rely on Web-
Driver, now part of the open source 
Selenium test-automation project 
and known as Selenium 2.0. WebDriv-
er aims to interact with a given Web 
browser as a person would; for ex-
ample, keystrokes and mouse clicks 
are generated at the operating-system 
level rather than being synthesized 
in the Web browser. We describe this 
as generating native events. Some-
times WebDriver cannot generate na-
tive events because of the technical 
limitations of a particular operating 
system or Web browser, and it must 
compensate by using alternative in-

Figure 4. Typical navigation flows.

Horizontal, then vertical, flow

Vertical, then horizontal, flow

Figure 2. Testing for forward tab counts.
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Figure 3. Testing for reverse tab counts.
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put methods. For the keyboard navi-
gation tests, though, generating na-
tive events is essential to establishing 
the fidelity of the tests.

WebDriver works with the major-
ity of popular desktop Web browsers, 
such as Firefox, Internet Explorer, 
Opera, and even includes the Web 
browsers on Android, iPhone, and 
BlackBerry devices. This broad reach 
means we can run our tests on the 
most popular browsers, which helps 
increase the usefulness of the tests.

Finding Layout Issues
Layout problems are an area that can 
adversely affect a user’s perception 
of an application and may indirectly 
reduce its usability by distracting or 
frustrating users. There are numer-
ous classes of problems that can 
cause poor layout, including quirks 
in a particular Web browser, mistakes 
made by the developers and design-
ers, and poor tools and libraries. Lo-
calizing an application from English 
to languages such as German, where 
the text is typically more voluminous, 
is a reliable trigger for some layout 
issues. Many of these problems have 
been challenging to detect automati-
cally, and traditionally we have relied 
on humans to spot and report them. 

This changed in 2009 when I met 
Michael Tamm, who created an inno-
vative approach that enables several 
types of layout bugs to be detected au-
tomatically and simply. For example, 
one of his tests programmatically tog-
gles the color of the text on a page to 
white and then black, taking a screen-
shot in both cases. The difference be-
tween the two images is generated, 
which helps identify the text on the 
page. Various algorithms then detect 
the horizontal and vertical edges on 
the Web page, which typically repre-
sent elements such as text boxes and 
input fields. The difference of the text 
is then effectively superimposed on 
the pattern of edges to see if the text 
meets, or even overlaps, the edges. If 
so, there is a potential usability issue 
worth further investigation. The tests 
capture and annotate screenshots; 
this allows someone to review the po-
tential issues quickly and decide if 
they are serious. 

For existing tests written in Web-
Driver, the layout tests were enabled 

by adding a couple of lines of source 
code. For new automated tests, some 
code needs to be written to navigate 
to the Web page to be tested before 
running the tests. (See http://code.
google.com/p/fighting-layout-bugs 
for more information, including a 
video of Tamm explaining his work, 
sample code, and so on.)

Looking Ahead
Our work to date has been useful, and 
I expect to continue implementing 
test automation to support additional 
heuristics related to dynamic aspects 
of Web applications. WebDriver in-
cludes support for touch events and 
for testing on popular mobile phone 
platforms such as iPhone, Android, 
and Blackberry. WebDriver is likely to 
need some additional work to support 
the matrix of tests across the various 
mobile platforms, particularly as they 
are frequently updated. 

We are also considering writing 
our tests to run interactively in Web 
browsers; in 2009, a colleague cre-
ated a proof of concept for Google’s 
Chrome browser. This work would re-
duce the burden of technical knowl-
edge to run the tests. The final area of 
interest is to add tests for WAI-ARIA 
(Web Accessibility Initiative-Accessi-
ble Rich Internet Applications; http://
www.w3.org/WAI/intro/aria.php) 
and for the tests described at http://
openajax-dev.jongund.webfactional.
com/rules/.

We are actively encouraging shar-
ing of knowledge and tools by mak-
ing the work open source, and others 
are welcome to contribute additional 
tests and examples.

Conclusion
Automated testing can help catch 
many types of problems, especially 
when several techniques and ap-
proaches are used in combination. 
It’s good to keep this in mind so we 
know where these automated tests fit 
within our overall testing approach. 

With regard to the automated tests 
we conducted on the Google sites, the 
ROI for the amount of code written 
has justified the work. Running the 
tests discovered bugs that were fixed 
in several frontline Google properties 
and tools. Conservatively, the page-
weight of many millions of Web re-

quests has been reduced because of 
problems discovered and fixed using 
this test automation. Keyboard navi-
gation has also been improved for 
those who need or prefer using it.

Test automation is imperfect and 
limited, yet it can be useful in catch-
ing various problems that would trip 
up some of your users. The work com-
plements other forms of testing and 
helps inform the project team and 
usability experts of potential issues 
quickly, cost effectively, and reliably. 
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What can software vendors do to make the 
lives of system administrators a little easier?

by Thomas A. Limoncelli

A Plea from 
Sysadmins 
to Software 
Vendors:  
10 Do’s  
and Don’ts

software vendors hate me. It shows in 
their products.

A panel discussion at the Computer-
Human Interaction for Management 
of Information Technology (CHIMIT) 
2009 conference focused on a number 
of do’s and don’ts for software vendors 
looking to make software that is easy 
to install, maintain, and upgrade. This 
article highlights some of the issues 
uncovered at that meeting. CHIMIT is 
a conference that focuses on comput-
er-human interaction for IT workers—
the opposite of most CHI research, 
which is about the users of the systems 
that IT workers maintain. This panel 
turned the microscope around and 
gave sysadmins a forum to share how 
they felt about the speakers who were 
analyzing them.

Here are some highlights: 

1.DO have a “silent install” option. 
One panelist recounted automat-

ing the installation of a software pack-
age on 2,000 desktop PCs, except for 
one point in the installation when a 
window popped up and the user had to 
click OK. All other interactions could be 
programmatically eliminated through 
a “defaults file.” Linux/Unix tools such 
as Puppet and Cfengine should be able 
to automate not just installation, but 
also configuration. Deinstallation pro-
cedures should not delete configura-
tion data, but there should be a “leave 
no trace” option that removes every-
thing except user data. 

2. DON’T make the administrative 
interface a GUI. Sysadmins need 

a command-line tool for constructing 
repeatable processes. Procedures are 
best documented by providing com-
mands we can copy and paste from the 
procedure document to the command 
line. We cannot achieve the same re-
peatability when the instructions are: 
“Checkmark the 3rd and 5th options, 
but not the 2nd option, then click OK.” 
Sysadmins do not want a GUI that re-
quires 25 clicks for each new user. We 
want to craft the commands to be exe-

A friend of mine is a grease monkey: the kind of 
auto enthusiast who rebuilds engines for fun on 
a Saturday night. He explained to me that certain 
brands of automobiles were designed in ways to make 
the mechanic’s job easier. Others, however, were 
designed as if the company had a pact with the aspirin 
industry to make sure there are plenty of mechanics 
with headaches. He said those car companies hate 
mechanics. I understood completely because, as a 
system administrator (sysadmin), I can tell when 

http://queue.acm.org
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cuted in a text editor or generate them 
via Perl, Python, or PowerShell. 

3. DO create an API so the system 
can be remotely administered. 

An API gives us the ability to do things 
with your product you didn’t think 
about. That’s a good thing. Sysadmins 
strive to automate, and automate to 
thrive. The right API lets me provision a 
service automatically as part of the new 
employee account creation system. The 
right API lets me write a chat bot that 
hangs out in a chat room to make hour-
ly announcements of system perfor-
mance. The right API lets me integrate 
your product with a USB-controlled toy 
missile launcher. Your other custom-
ers may be satisfied with a “beep” to 
get their attention; I like my way better 
(http://www.kleargear.com/5004.html). 

4. DO have a configuration file that 
is an ASCII file, not a binary blob. 

This way the files can be checked into a 
source-code control system. When the 
system is misconfigured it becomes 
important to be able to “diff” against 
previous versions. If the file cannot be 
uploaded back into the system to rec-
reate the same configuration, then we 
can not trust that you are giving us all 
the data. This prevents us from clon-
ing configurations for mass deploy-
ment or disaster recovery. If the file 
can be edited and uploaded back into 
the system, then we can automate the 
creation of configurations. Archives of 
configuration backups make for inter-
esting historical analysis.1 

5. DO include a clearly defined 
method to restore all user data, a 

single user’s data, and individual items 
(for example, one email message). The 
method to make backups is a prereq-
uisite, obviously, but we care primarily 
about the restore procedures. 

6. DO instrument the system so we 
can monitor more than just, “Is it 

up or down?” We need to be able to de-
termine latency, capacity, and utiliza-
tion, and we must be able to collect this 

data. Don’t graph it yourself. Let us col-
lect and analyze the raw data so we can 
make the “pretty picture” graphs that 
our nontechnical management will 
understand. If you are not sure what to 
instrument, imagine the system being 
completely overloaded and slow: what 
parameters would we need to be able to 
find and fix the problem? 

7. DO tell us about security issues. 
Announce them publicly. Put 

them in an RSS feed. Tell us even if you 
don’t have a fix yet; we need to manage 
risk. Your public relations department 
does not understand this, and that’s 
OK. It is your job to tell them to go away. 

8. DO use the built-in system log-
ging mechanism (Unix syslog or 

Windows Event Logs). This allows us to 
leverage preexisting tools that collect, 
centralize, and search the logs. Simi-
larly, use the operating system’s built-
in authentication system and standard 
I/O systems. 

9. DON’T scribble all over the disk. 
Put binaries in one place, con-

figuration files in another, data some-
place else. That’s it. Don’t hide a con-
figuration file in /etc and another one 
in /var. Don’t hide things in \Windows. 
If possible, let me choose the path pre-
fix at install time. 

10. DO publish documentation 
electronically on your Web 

site. It should be available, linkable, and 
findable on the Web. If someone blogs 
about a solution to a problem, they 
should be able to link directly to the rel-
evant documentation. Providing a PDF 
is painfully counterproductive. Keep all 
old versions online. The disaster recov-
ery procedure for a five-year-old, unsup-
ported, pathetically outdated installa-
tion might hinge on being able to find 
the manual for that version on the Web.

Software is not just bits to us. It has a 
complicated life cycle: procurement, 
installation, use, maintenance, up-

grades, deinstallation. Often vendors 
think only about the use (and some 
seem to think only about the procure-
ment). Features that make software 
more installable, maintainable, and 
upgradable are usually afterthoughts. 
To be done correctly, these things 
must be part of the design from the 
beginning, not bolted on later.

Be good to the sysadmins of the 
world. As one panelist said, “The in-
ability to rapidly deploy your product 
affects my ability to rapidly purchase 
your products.”

I should point out this topic was not 
the main point of the CHIMIT panel. It 
was a very productive tangent. When I 
suggested that each panelist name his 
or her single biggest “don’t,” I noticed 
the entire audience literally leaned 
forward in anticipation. I was pleas-
antly surprised to see software devel-
opers and product managers alike 
take an interest. Maybe there’s hope, 
after all.	

  Related articles 
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How can system administrators reduce stress 
and conflict in the workplace? 

by Christina Lear 

System 
Administration 
Soft Skills 

are perceived by their colleagues, how 
they prioritize their workloads, how 
they follow through, the first impres-
sions they make on their colleagues, 
and poor communication skills are 
all pieces of the puzzle. The conflict is 
often exaggerated in an engineering 
environment where technology-savvy 
employees have different needs and 
expectations of their computing envi-
ronment. 

Attitude. One of the greatest causes 
of conflict is the attitude that SAs 
present to their colleagues. SAs are 
sometimes perceived as unfriendly, 
unhelpful, or slow to respond. How 
people perceive you is directly related 
to the attitude you project. 

The number-one attitude problem 
among SAs is a blatant disrespect for 
the people they are hired to support. 
End users are not “lusers” or “pests 
with requests.” Often a change of vo-
cabulary helps. Refer to these end us-
ers as colleagues5 or customers.4 This 
terminology is a reminder that SAs 
and end users are on the same team 
and that SAs are in a service industry, 
supporting the needs of the end users. 

Beware, however, of thinking “the 
customer is always right.” Part of an 
SA’s job is to (politely) say no when 
appropriate. Remember that just be-
cause you can do something doesn’t 
mean you should. Teach your col-
leagues how to do things themselves, 
provide documentation, and make 
sure they do not need to ask time and 
time again how to do something. It is 
also the responsibility of an SA to po-
litely reject requests that are against 
policy. As a general rule, if you are com-
fortable with colleagues performing 
certain tasks (for example, they can’t 
break anything and it’s not against 
policy), then you should enable those 
colleagues to do it themselves. 

Another attitude problem that SAs 
can develop is avoiding colleagues 
who bring them nothing but com-
plaints or problems. You need to 
think of each problem as a challenge 
to solve and a way to demonstrate your 
expertise. Be glad that someone found 

System administration can  be both stressful and 
rewarding. Stress generally comes from outside  
factors such as conflict between system administrators 
(SAs) and their colleagues, a lack of resources,  
a high-interrupt environment, conflicting priorities, 
and SAs being held responsible for failures outside 
their control. 

What can SAs and their managers do to alleviate the 
stress? There are some well-known interpersonal and 
time-management techniques that can help, but these 
can be forgotten in times of crisis or just through force 
of habit. The purpose of this article is to restate these 
maxims and remind readers of these important soft 
skills, particularly as they apply to SAs. 

Conflicts with colleagues. SAs often feel their efforts 
are not appreciated and their department is the butt 
of jokes or a source of frustration for the rest of the 
company. The sources of these conflicts can be  
varied. The attitude that the SAs project and how they 

http://queue.acm.org
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the problem and took the time to tell 
you about it. This gives you a chance to 
get the whole system working better. 

Align priorities with colleagues’ ex-
pectations. As an SA, the way you pri-
oritize your tasks influences how your 
colleagues perceive your effective-
ness. You can make your colleagues a 
lot happier and avoid conflicts if your 
priorities match their expectations. 

People expect small things to hap-
pen quickly and big things to take a 
reasonable amount of time. The defi-
nition of big and small is theirs and is 
based on their perception of your job. 
For example, resetting a password, 
which is perceived as taking a minute 
or two, should happen quickly. Install-
ing a new computer is perceived as a 
bigger process, and it is reasonable 
to take a day or two. When a critical 
server is down, your colleagues expect 
you to be working on nothing but the 
emergency. 

Prioritize requests so that emer-
gencies are handled first, then quick 
requests, followed by longer requests. 
This will result in higher customer 
satisfaction than if the same tasks 
were done in a different order. Some-
times what your colleagues think is a 
big task is actually a small one. This 
is not a problem—if you perform the 
task more quickly than expected, then 
everyone is happy. But if they perceive 
a big task as small, this is a potential 
source of conflict. For larger jobs it is a 
good idea to ask your colleagues what 
their expectations are, explain what is 
involved in performing the tasks, and, 
where appropriate, reset their expec-
tations to more realistic levels. 

Follow through on commitments. 
Dropping customer requests and not 
following through on commitments 
are sure ways to create or exacerbate 
conflict with work colleagues. The 
first step toward following through on 
all commitments is to keep track of 
them all in one place, either on paper 
or electronically, not in your head. A 
trouble-ticket system is a useful tool 
for keeping track of requests and oth-
er tasks. From your master list of tasks 
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and commitments you should create 
daily prioritized to-do lists. The sec-
tion on time management later in this 
article discusses managing these daily 
to-do lists in more detail. 

A daily to-do list is an effective re-
minder of your commitments. If you 
see that you are overloaded and will 
miss a deadline, try to negotiate a new 
deadline. Then you will know whether 
it is so critical to complete the task 
today that you must reprioritize, or 
work late, or whether it can wait a day 
or two. The sooner you communicate 
with your colleagues, the easier it is to 
reprioritize your work and the easier it 
is for them to adjust their work to the 
new schedule. 

Make a good first impression. The 
first impression that you make with 
colleagues dominates all future in-
teractions with them. If you get off 
on the wrong foot, it is difficult to re-
cover, and you will experience more 
conflicts. On the other hand, if you 
make a good first impression, the oc-
casional mistake will be forgiven and 
forgotten. 

Be on time or early for appoint-
ments, polite, friendly, and willing to 
listen. Most people are visual beings, 
so appearance and facial expression 
are two things they notice first. Appro-
priate attire is different at different 
companies, so tailor your appearance 
to your environment. At one company 
an SA wore baggy overalls and dyed 
her hair bright pink. The group she 
supported was very respectful and 
enthusiastic about her. She gained 
quick acceptance from her customers 
because they figured that anyone who 
dressed that way and got away with it 
must be really good at what she does. 
She retained their respect by being 
good at her job. On the other hand, at 
another company an SA dressed pro-
vocatively because she felt that when 
her heterosexual male colleagues 
found her attractive, they were nicer 
to her. Being treated nicely and being 
respected, however, are two different 
things. 

Most importantly, listen to what 
your colleagues are saying and take 
notes. There is nothing more frustrat-
ing than trying to explain something 
to someone who is not really listening 
and just assumes that he or she knows 
what you want. Specific techniques 

for improving your listening and com-
munication skills are covered in more 
detail in the next section. 

Making a good first impression on 
new hires begins before their first day 
at work. They are motivated and want 
to be productive right away, so you 
need to make sure that when they ar-
rive, they will find their computers in 
their offices, already configured, ac-
counts created, and everything work-
ing properly. SAs need to know who is 
starting, on what date, and what the 
computing needs are. On the employ-
ee’s first day, the friendliest member 
of your SA team should visit the per-
son to do some in-person orientation, 
answer questions, and personally de-
liver a printed “welcome to our net-
work” guide. 

Improve your communication 
skills. Conflicts often arise through 
simple miscommunication. There 
are a few well-known techniques for 
improving communication skills that 
SAs can apply successfully. 

When you have a problem, you need 
to make sure you are being heard. Do 
this using “I statements.” This is a tool 
to help you make your point and com-
municate your feelings. The general 
form is: “I feel [emotion] when you 
[action].” This makes people aware of 
the effect of their actions. Express soft 
emotions—sadness or fear—rather 
than hard emotions—anger. Anger 
makes people defensive, whereas soft 
emotions inspire people to help. 

When someone brings a problem 
to you, you need to make sure that 
you are hearing that person properly. 
“Active listening” is a technique that 
ensures complete communication. 
You should seek to understand what 
was said before replying, and your 
next statement should mirror what 
you just heard with an accurate but 
shorter statement. It’s like verifying 
a packet checksum before using the 
data. A mirror statement could begin 
with “I hear you saying that….” A sum-
mary statement is a form of mirroring 
but covers more material. It is often 
useful toward the end of a meeting or 
after a person has completed several 
long points and you want to make sure 
that you heard everything—and heard 
it correctly. 

“Reflection” is a technique that as-
sures people their emotions are being 

recognized. This is particularly impor-
tant when the person you are dealing 
with is angry or upset, and it is more 
effective than becoming defensive. 
For example, if someone yells at you 
about something, try saying, “Wow! 
You are really upset about this!” Ac-
knowledging the other person’s emo-
tion gives him or her a chance to calm 
down, at which point you can have a 
rational discussion using the active 
listening techniques. 

Finally, pay attention to how much 
technical jargon you use, and tailor 
your style to suit your audience. Some 
of your colleagues will want to hear 
the jargon just to be reassured that 
you know what you’re doing. Oth-
ers are confused or intimidated by it 
and just want plain language. If you 
are not sure where to aim, start with 
a mix of jargon and plain language 
and watch for hints (facial expression, 
body language, or comments) about 
whether you should simplify further 
or just stick with the jargon. Asking 
“How much detail do you want?” is a 
good way of letting the other person 
set the level of the conversation, with-
out sounding condescending. 

Be a system advocate. Conflicts 
can also arise because of the per-
ceived role of SAs at a given company. 
Your colleagues perceive SAs as being 
somewhere between clerks who reac-
tively perform menial tasks and advo-
cates who proactively solve their prob-
lems and lobby for their needs. For a 
lone SA, it is better to be seen as an ad-
vocate than a clerk. A large SA group 
needs the whole spectrum, with the 
advocates mentoring the more junior 
clerks, but the group as a whole must 
be seen as advocates. 

To understand how being seen as 
an advocate can help prevent conflict, 
consider the following scenario: A 
non-SA colleague identifies a piece of 
software that he needs to do his job. 
If he views the SA as a clerk, he orders 
the software and says nothing until 
it arrives, at which point he expects 
it to be installed immediately. The 
SA then discovers that the colleague 
has licensed it to a random machine 
(perhaps his desktop) rather than the 
license server, that the machine it 
needs to run on doesn’t have enough 
CPU capacity, memory, or disk space, 
that the operating-system version is 
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not supported by the software, that 
the machine has insufficient graph-
ics capability, that he is one of several 
who independently ordered the soft-
ware, or any number of other issues. 
All of these issues take time, and of-
ten money, to resolve. The colleague’s 
expectations of a quick install are not 
met, and both he and the SA are frus-
trated, leading to conflict. 

When the SA is seen as an advo-
cate, on the other hand, he or she is 
involved from the beginning, com-
piles a set of requirements, finds out 
who else might need the software, and 
so on. Then the software licenses are 
linked to the license server, there are 
sufficient licenses for all who need it, 
all the hardware and related issues are 
resolved in advance, and everyone has 
a realistic expectation for when the 
new software will be available. 

Advocates are proactive, identify-
ing potential problems and solving 
them before they arise. They use ex-
tensive monitoring to track peak loads 
and usage trends. Using this data the 
advocate upgrades networks and ser-
vices before they get overloaded and 
slow people down. 

Advocates interact with customers 
on a regular basis and are aware of fu-
ture requirements. Their colleagues 
know to involve them in the planning 
phases for new endeavors. One result 
of such a team effort is a seamless, 
smooth-running network that meets 
the end users’ needs. Another is hav-
ing colleagues who are more invested 
in the evolution of the network. 

Engineering environment. The con-
flict between SAs and their colleagues 
is often worse in an engineering envi-
ronment, where technology-savvy en-
gineers want more control over their 
own machines in order to be able to 
work more efficiently. SAs know, how-
ever, that unfettered root access for 
people outside the SA group leads to 
randomly configured systems, more 
failures, and more support calls. This 
struggle for control and the impor-
tance of finding the right balance for 
each environment has been discussed 
elsewhere.3 The key point to remem-
ber is that SAs need to foster trust and 
build good relationships with their 
colleagues. The end users really just 
want to be able to do their jobs effi-
ciently and effectively. They need to 

trust that the SAs will be enablers and 
not roadblocks. The techniques al-
ready described in this article will also 
help to foster trust and reduce conflict 
in an engineering environment. 

Another conflict that can arise in an 
engineering environment is between 
the SA’s desire for high reliability and 
the engineer’s desire for cutting-edge 
technologies that may not yet be ready 
for primetime. In some environments 
SAs need to sacrifice uptime in order 
to deliver the best overall service. This 
is particularly true where the engi-
neers in question are the ones devel-
oping the new technologies. 

Lack of Resources
Most SA groups are pressed for time 
and money. The first thing to do in 
this situation is to make the most 
of what you have using automation, 
time management, and organization-
al structures. Once that is done, the 
managers can lobby for more resourc-
es by improving the perception and 
visibility of the SA group. 

Automation. A good way to address 
a lack of resources is to create addi-
tional time for the SAs by automating 
the most time-consuming tasks. Au-
tomation saves time both by getting 
tasks done more quickly and by ensur-
ing consistency, thus reducing sup-
port calls. 

Start with a script that outputs the 
commands that would do the task. 
The SA can review the commands for 
correctness, edit them for special cas-
es, and then paste them to the com-
mand line. Writing such scripts is usu-
ally easier than automating the entire 
process and can be a stepping-stone 
to further automation of the process. 

A simple script that assists with the 
common case may be more valuable 
than a large system that automates 
every possible aspect of a task. Auto-
mate the 80% that is easy and save the 
special cases for the next version. Doc-
ument which cases require manual 
handling, and what needs to be done. 

Look for vendor-supplied automa-
tion tools for tasks such as operating-
system installs, and use them. Figure 
out how to automate customizations 
for your environment, too. Where 
possible, automate tasks that are 
common requests from customers 
and create a Web page to make these 

The number-one 
attitude problem 
among SAs is a 
blatant disrespect 
for the people they 
are hired to support. 
End users are not 
“lusers” or “pests 
with requests.” 
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requests self-service. This approach 
saves time for both the SAs and the 
customers, and it increases customer 
satisfaction. 

Time management. Another way to 
make the most of available resources 
is through the application of various 
well-known time-management tech-
niques. Time management means 
using time wisely—working smarter, 
not harder. The topic of how SAs can 
better manage their time is a book in 
itself.1 Time management can be par-
ticularly difficult for SAs because their 
job is typically interrupt-driven. To be 
more productive, it is important to 
break this cycle. You can deflect an in-
terruption by writing the request into 
your personal to-do list and telling the 
person that you will get to it later. If 
you are unable to write it down, then 
politely ask the person to send you an 
email message or trouble-ticket re-
quest. Make it easier for the person by 
suggesting the wording that would be 
most useful to you. 

Often the most productive, least in-
terrupted time of day is the first hour 
in the morning, so don’t waste it read-
ing email. Quickly check the moni-
toring system for problems, and your 
email for items tagged “Urgent.” Then 
edit and prioritize your daily to-do list, 
rescheduling some items for another 
day if there is too much. Then sched-
ule your day with a granularity that 
works for you (for example,  in half-
hour, one-hour, two-hour, or half-day 
increments). Daily prioritized to-do 
lists make the “what next?” decision 
easier and quicker. Spend the rest of 
that first hour working on your high-
est-priority item. At the end of the day 
copy the items that remain unfinished 
on your to-do list to the next day’s list. 

Handle each piece of paper or email 
once. Don’t even look at something 
if you don’t have time to deal with it. 
Process each item completely the first 
time, rather than sorting into piles 
and then having to reread it later. As 
you touch each item, examine it and 
decide whether you are going to throw 
it away without reading it, read it and 
throw it away, deal with it and then 
throw it away, respond to it and then 
throw it away, or file it. Sometimes, 
dealing with an item means recording 
it in your to-do list. Other times, you 
can quickly reply to an email or write 

your response in the margin of a paper 
document and send it back to the par-
ty who sent it. File as little as possible. 
When in doubt, throw it out. 

Automate as much of your email 
processing as possible. For example, 
automate sorting of email into fold-
ers per email list or forum, notifica-
tions from social networking sites, 
blog posts, and non-spam coupons, 
updates, and special offers from ven-
dors. Then decide how often you want 
to scan those folders for items of in-
terest, and even set up automated de-
letions after a certain number of days. 
Have folders for storing information 
for set periods of time (for example, 
one week, one month, two months, 
six months, one year) and auto-delete 
items older than the specified time. 
Keep refining and updating your auto-
mation. 

Stay focused. A clean desk, a clean 
computer desktop with virtual screens 
for each task, and a clean email box re-
duce distractions and help you main-
tain focus. Disabling email alerts 
also helps. Schedule time for check-
ing email rather than looking at each 
message as it arrives. Merlin Mann, 
author of Inbox Zero (http://inboxzero.
com/) has several tips for emptying 
your inbox and keeping it that way. 

Look for ways to reduce the time 
each task takes. Automation is one 
way to do that. Another way is to pre-
compile decisions, such as deciding 
always to make a backup copy of a file 
before editing it, to bring your PDA, to 
write down requests, to do small tasks 
sooner rather than later, or when to re-
stock printers with paper. Sometimes, 
the solution is as simple as keeping 
spare toner cartridges near the printer 
so that the time to install them is not 
dominated by the time to walk to a dis-
tant supply room. 

Organizational structures. Making 
SAs more productive and less inter-
rupt-driven yields the best use of the 
limited resources available. Switching 
from one job to another takes time. 
The more context switches an SA has 
to perform, the more time is wasted 
and the less effective the SA can be. 
Controlling the number of interrupts 
an SA experiences during the day is 
probably the most effective method 
of reducing stress and increasing pro-
ductivity. 

The key point  
to remember is  
that SAs need 
to foster trust 
and build good 
relationships with 
their colleagues. 
The end users  
really just want  
to be able to do  
their jobs efficiently 
and effectively. They 
need to trust that 
the SAs will  
be enablers and  
not roadblocks.

http://inboxzero.com/
http://inboxzero.com/
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Controlling interrupts can be 
achieved through changing the struc-
ture of the SA group. Divide the SA 
team so that front-line support peo-
ple perform requests that customers 
expect to see done quickly. Requests 
that will take more time can be passed 
on to second-tier personnel. Senior 
SAs can be in charge of larger projects, 
such as the creation of services. This 
division of labor ensures your priori-
ties are aligned with your colleagues’ 
expectations and shelters people who 
are working on long-term projects 
from continual interruptions. This 
may sound like something only a large 
SA team can afford to do, but even a 
team of two SAs can benefit from this 
technique. One SA can shield the oth-
er from interruptions in the morning 
and vice versa in the afternoon. This is 
called the mutual-interruption shield 
technique.2 

Perception and visibility. Many of 
the stress factors that SAs face, in-
cluding a lack of resources, can result 
from problems with perception and 
visibility.  

˲˲ Perception is how people see you; 
it is a measure of quality. 

˲˲ Visibility is how much people see 
of you; it is a measure of quantity. 

The importance of being perceived 
well is clear. The importance of being 
visible, perhaps less so. When SAs are 
not visible, they may be assumed not 
to be contributing, not to be busy, to 
be overstaffed or overfunded, or to be 
otherwise unnecessary. This can re-
sult in underfunding and understaff-
ing, leading to worse perceptions and 
poorer visibility. 

Most of the techniques discussed 
here deal with improving how SAs 
are perceived. Be aware that if you are 
poorly perceived, it takes a lot of time 
and effort to turn things around. SAs 
can do a lot to improve the visibility 
of their work, but they should try to 
improve visibility only if they are actu-
ally doing a good job. In other words, 
don’t publicize a bad product. 

For example, to increase your visi-
bility, create a system-status Web page 
that puts you in front of customers’ 
eyes daily. Make it a page that also has 
other useful information and links so 
that it becomes a home page. Meet 
regularly with managers to help them 
understand what you do and help you 

maintain focus on their highest pri-
orities. 

Pay attention to your office loca-
tions. Customer-facing people should 
be in the more visible locations. Hold 
town hall and user group meetings 
where every idea, request, or criticism 
is written down without judgment 
or objections. Be clear that writing it 
down is a commitment to consider 
the issue, but not necessarily to imple-
ment something. 

Newsletters are often produced by 
SA groups but rarely read by custom-
ers. They are a lot of work to produce 
and too easy to ignore. Having lunch 
and social functions with customers 
is a simple way of maintaining inter-
action and is usually more effective 
and less time consuming than a news-
letter. 

Take responsibility for your, and 
your team’s, positive visibility by im-
proving the perception and visibil-
ity of the group. SA managers can use 
their teams’ positive visibility to argue 
for more resources. 

Conflicting Priorities
SAs can end up with a number of con-
flicting high-priority requests, result-
ing in more stress. Try to resolve con-
flicting priorities by talking to your 
affected colleagues, or perhaps their 
manager, to persuade them to decide 
among themselves what the priori-
ties are. If more than one group is in-
volved, get the managers in a room to-
gether and let them figure it out. If one 
of the tasks is something that affects 
the SA group, get your manager in on 
the discussion. You may feel that you 
have enough information about busi-
ness priorities to make the decision, 
but it is often better to involve your 
colleagues, so that they have a better 
idea of what you are working on and 
why their requests are being delayed. 
This approach can also aid you and 
your manager when you request more 
resources in the next budget. 

End-to-End Responsibility
SAs are often held accountable for ev-
ery failure, regardless of whether or 
not they have control over the com-
ponent that failed. SAs are the cen-
tral clearinghouse for all problems. 
Embrace that role rather than fight it. 
Don’t expect your colleagues to know 

that the internal Web server has failed 
because of content that another group 
placed there rather than an operating-
system, network, or hardware issue. 

If it is not something you can fix 
(for example,  by removing the offend-
ing content or rolling back a software 
release), then use your system-status 
page, trouble-ticket system, or phone 
messages to let people know that 
the problem is being worked on and 
whom they can talk to for more infor-
mation. 

Everyone has experienced the fin-
ger-pointing phenomenon at some 
point, where for every problem some-
one is pointing a finger at someone 
else. With a complex system, the easi-
est way to “get rid of someone” is to 
tell that person to talk to someone 
else, that it’s not your problem. Don’t 
fall into that trap. Rather than trying 
to duck the problem, act as the clear-
inghouse. Get everyone together to 
figure out what the problem is and get 
the right people working on the solu-
tion. If your trouble-ticket system is 
used to track statistics for how long 
calls take to resolve, make sure there 
is a way to mark the ticket as waiting 
for input from another source. Don’t 
just punt the problem and forget 
about it. Keep checking for solutions. 
Set up automated reminders that you 
need to check for a solution. 

Physical Well-Being
An important part of managing stress, 
often neglected by SAs, is taking care 
of one’s body. Physical exercise is an 
excellent form of stress relief and has 
the added benefit of improving men-
tal alertness and stamina. It should 
be scheduled as part of your weekly 
routine, so that you don’t have to de-
cide when to “make time”; you just go 
when it is time. For example, decide 
to exercise every Monday, Wednesday, 
and Friday before work, or at lunch-
time, or at 6 P.M., but not vaguely “af-
ter work” or “after I get home.” If the 
time is nebulous, it is not part of a rou-
tine and it will get skipped. 

Getting enough sleep and eating 
properly are also important compo-
nents of physical well-being. Some-
one who has not had enough sleep 
makes poor decisions, cannot con-
centrate, makes mistakes, and works 
more slowly. Be at your best at work by 
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customers at every level of technologi-
cal sophistication. 

Conclusion 
The role of SA can be stressful, but 
once you recognize what some of the 
stress factors are, you can alleviate 
much of that stress and turn the job 
into the rewarding position that it 
should be. There are various methods 
for reducing conflicts with colleagues, 
methods for coping with a lack of re-
sources and an interrupt-driven envi-
ronment, resolving conflicting priori-
ties, and embracing the fact that SAs 
are held responsible for every failure. 
The discussion in this article was nec-
essarily brief, but for those who would 
like more detail, all of these topics 
are described in greater depth in The 
Practice of System and Network Admin-
istration (Addison-Wesley, 2007).2 	
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taking care of yourself outside work 
and by having enough personal time. 
Vacations are important. Use them 
to give your mind a break so that you 
come back refreshed. Disconnect. Be 
out of touch. Trust your colleagues to 
survive without you. 

The Future 
An SA’s job is constantly changing 
because of new technologies and the 
growing sophistication of the custom-
er base. How do those changes alter 
which soft skills are required, or do 
they? 

When my mother started out as an 
SA (actually an “operator”), only SAs 
had access to the machines, and they 
fed their colleagues’ programs into 
the card reader and handed back the 
results when the program was fin-
ished. Her colleagues’ expectations 
of how quickly tasks got done were 
vastly different from what we are ac-
customed to today. Her customer base 
was much smaller and universally 
tech savvy but was not as reliant on 
computers for everything. Her work 
was not as interrupt-driven as today, 
she had no email to handle, and her 
day consisted predominantly of proj-
ect work rather than many small tasks 
for many different people. The soft 
skills required were inherently differ-
ent from those discussed in this ar-
ticle. 

Over the past four decades the soft 
skills that SAs need have changed sub-
stantially, and I expect that in the next 
four decades there will be more sig-
nificant changes, many of which will 
be driven by changes in technology 
that are impossible to predict so far in 
advance. We can anticipate, however, 
that in the coming decades the soft 
skills discussed in this article are go-
ing to become increasingly important 
for SAs. 

The connected population contin-
ues to grow, as do the ways to be con-
nected and to (re)connect with others, 
yielding ever increasing electronic 
communications. There is an increas-
ing “always-on” expectation that if 
you are online (and why would you not 
be?), you can respond to any message 
immediately. Electronic communica-
tions cannot always create interrupts. 
Time management and taking control 
of electronic communications, rather 

than letting them control us, are go-
ing to become increasingly important 
for everyone, but especially for inter-
rupt-prone SAs. 

Given the inevitable continued in-
creases in the quantity of electronic 
communications that we all receive, 
we need to look at the quality and 
quantity of what we send. SAs need to 
learn to be brief and to the point, with-
out being rude. It saves you time while 
writing and saves your colleagues time 
while reading. 

The SA’s customer base is going to 
become increasingly remote and mo-
bile. Telecommuting will become fea-
sible for more people, as will working 
while commuting. Outsourcing and 
international offices are going to con-
tinue to be factors, placing SAs in loca-
tions that are remote from their cus-
tomers. When SAs are not physically 
close to their colleagues, they need to 
be sure to address the issues of per-
ception and visibility mentioned here. 
It is also worth noting that it is often 
better to pick up the phone rather 
than deal with remote colleagues by 
email or instant messaging. It is more 
personal, issues can be resolved more 
quickly, and there is less chance for 
misunderstanding. It also gives you 
an opportunity to use the communica-
tion skills described earlier. 

Mobile computing devices are only 
going to become more common—in-
tegral to everyone’s productivity—
with all their attendant technological 
challenges. Don’t fight it, but recog-
nize it, embrace the challenge, and 
manage your colleagues’ support ex-
pectations. The same goes for future 
technologies. Be the early adopter. 
Look for how the latest thing can be-
come useful to everyone and what 
changes are needed to make it so. 

As computing continues to become 
more ubiquitous, previously indepen-
dent systems become integrated into 
the computers and networks that SAs 
support. The expectation that things 
will “just work” grows, as does the 
stress when something stops working. 

Some of your colleagues will be-
come more sophisticated in their re-
quirements, and some of your less 
sophisticated colleagues will become 
reliant on systems you support. You 
need to develop the ability to com-
municate effectively with and support 
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There is  strong  evidence that future human-
computer interfaces will enable more natural, intuitive 
communication between people and all kinds of 
sensor-based devices, thus more closely resembling 
human-human communication. Progress in the 
field of human-computer interaction has introduced 
innovative technologies that empower users to 
interact with computer systems in increasingly 
natural and intuitive ways; systems adopting them 
show increased efficiency, speed, power, and 
realism. However, users comfortable with traditional 
interaction methods like mice and keyboards are 
often unwilling to embrace new, alternative interfaces. 
Ideally, new interface technologies should be 
more accessible without requiring long periods of 
learning and adaptation. They should also provide 
more natural human-machine communication. As 
described in Myron Krueger’s pioneering 1991 book 
Artificial Reality,27 “natural interaction” means voice 

and gesture. Pursuing this vision re-
quires tools and features that mimic 
the principles of human communica-
tion. Employing hand-gesture com-
munication, such interfaces have 
been studied and developed by many 
researchers over the past 30 years in 
multiple application areas. It is thus 
worthwhile to review these efforts and 
identify the requirements needed to 
win general social acceptance. 

Here, we describe the requirements 
of hand-gesture interfaces and the 
challenges in meeting the needs of var-
ious application types. System require-
ments vary depending on the scope of 
the application; for example, an en-
tertainment system does not need the 
gesture-recognition accuracy required 
of a surgical system. 

We divide these applications into 
four main classes—medical systems 
and assistive technologies; crisis man-
agement and disaster relief; enter-
tainment; and human-robot interac-
tion—illustrating them through a set 
of examples. For each, we present the 
human factors and usability consider-
ations needed to motivate use. Some 
techniques are simple, often lacking 
robustness in cluttered or dynamic 
scenarios, indicating the potential for 
further improvement. In each, the raw 
data is real-time video streams of hand 
gestures (vision-based), requiring ef-
fective methods for capturing and 
processing images. (Not covered is the 
literature related to voice recognition 
and gaze-tracking control.) 

Vision-Based 
Hand-Gesture 
Applications 

doi:10.1145/1897816.1897838

Body posture and finger pointing are a natural 
modality for human-machine interaction, but 
first the system must know what it’s seeing. 

By Juan Pablo Wachs, Mathias Kölsch,  
Helman Stern, and Yael Edan 

 key insights
 � �Gestures are useful for computer 

interaction since they are the most 
primary and expressive form of human 
communication. 

 � �Gesture interfaces for gaming based 
on hand/body gesture technology 
must be designed to achieve social and 
commercial success. 

 � �No single method for automatic hand-
gesture recognition is suitable for every 
application; each gesture-recognition 
algorithm depends on user cultural 
background, application domain, and 
environment. 





62    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

contributed articles

Basic Communication Form 
We humans use gestures to interact 
with our environment during the ear-
liest stages of our development. We 
also communicate using such gestures 
as body movement, facial expression, 
and finger pointing. Though much has 
been written about gesture interfaces, 
interface technology rarely adopts this 
media; consequently, expressiveness 
and naturalness elements are missing 
from most user interfaces. Hand-ges-
ture applications provide three main 
advantages over conventional human-
machine interaction systems: 

Accessing information while main-
taining total sterility. Touchless inter-
faces are especially useful in health-
care environments; 

Overcoming physical handicaps. 
Control of home devices and applianc-
es for people with physical handicaps 
and/or elderly users with impaired mo-
bility; and 

Exploring big data. Exploration 
of large complex data volumes and 
manipulation of high-quality im-
ages through intuitive actions benefit 
from 3D interaction, rather than con-
strained traditional 2D methods. 

Human-robot interaction is another 
application where the main motivation 
for gesture-based systems is to have 
this communication resemble natural 
human dialogue as much as possible. 
For example, imagine how intuitive it 
could be to use hand gestures to tell a 
robot what to do or where to go. Point-
ing to a dust spot to indicate “Clean 
that spot,” users would be able to tell a 
Roomba robotic vacuum cleaner what 
to do next. Finally, gestures provide 
a source of expressiveness when im-
mersed in realistic video games. Some 
notable technologies (such as Micro-
soft Kinect, Sony PSP, and Nintendo 
DS and Wii) include gesture recogni-
tion in their consoles. Unfortunately, 
only dynamic gestures (such as waving 
and fist hitting) are recognized so far. 
Dynamic hand-shape recognition, as 
in American Sign Language, remains a 
challenge. 

Costs/Benefits 
The appeal of gesture interfaces de-
rives partly from their flexibility and 
customizability. Still, many require-
ments as to their functionality and 
performance are the same throughout 

most classes of use. As devices and 
hand-gesture interfaces proliferate as 
a result of inexpensive cameras and 
computational power, questions con-
cerning market acceptance also be-
come more frequent. Here are the basic 
requirements, though they are likely to 
vary depending on application: 

Price. Better camera quality, frame-
rate, distortion, and auto-shutter 
speed yield better performance but 
higher cost. Some inexpensive meth-
ods for achieving 3D reconstruction 
(such as flashing IR LED illuminators 
from multiple angles) can replace ste-
reo cameras. But the sum of the prices 
for discrete hardware components can 
add up for the typical consumer, as well 
as for a manufacturer. The cost of more 
advanced sensors and sensor setups 
must be weighed against any potential 
performance benefit. 

Challenges. Given a fixed budget, the 
challenge for the developer is to decide 
how the development budget should 
be spent and, especially, which hard-
ware the system cannot do without. 

Responsiveness. The system should 
be able to perform real-time gesture 
recognition. If slow, the system will be 
unacceptable for practical purposes. 
In 1963, Sheridan and Ferrell43 found 
maximum latency between “event oc-
currence” and “system response” of 
45ms was experienced by most of their 
human test subjects as “no delay.” 
Starting at 300ms, an interface feels 
sluggish, possibly provoking oscilla-
tions and causing a symptom known 
as “move and wait.” 

Challenges. Simple, computational-
ly efficient features are of great interest 
to machine-vision researchers, though 
more effective techniques must still be 
developed. 

User adaptability and feedback. 
Some systems are able to recognize 
only a fixed number of gestures se-
lected by the system designer; others 
adapt to a nuanced spectrum of user-
selected gestures. The type of gesture 
selected depends on the application; 
for example, in video games, learning 
gestures is part of a gratifying experi-
ence playing the game. In either case, 
feedback indicating the correctness of 
the gesture performed is necessary for 
successful interaction. 

Challenges. Most hand-gesture sys-
tems have a core algorithm trained 

offline (not in real time). Training a 
classifier online requires a fast, flexible 
online learning algorithm capable of 
generalizing from a few training sam-
ples. Presenting feedback to the user 
without increasing cognitive load is an 
additional problem. 

Learnability. Gesture patterns (the 
lexicon) used to control applications 
must be easy to perform and remem-
ber. These factors are strongly associ-
ated with learning rate and “memora-
bility” indices, as reported by Wachs.51 

Challenges. The learning rate de-
pends on task, user experience, and 
user cognitive skills. Hardly any litera-
ture exists on user performance as a 
function of gesture vocabulary size or 
user experience. Two exceptions are by 
Nielsen34 and by Kela et al.23 focusing 
on acceleration-based gestures. A pos-
sible solution is to adopt gestures that 
are natural and intuitive to the user; 
users are also more likely to remember 
them. 

Accuracy (detection, tracking, and 
recognition). Among these three main 
criteria affecting the performance of 
hand-gesture systems, detection de-
scribes whether a hand is in the cam-
era’s view. Tracking describes the 
ability to follow the hand from frame 
to frame. And recognition is based on 
how close the hand’s trajectories are 
to learned templates, based on dis-
tance metrics, and indicates the level 
of confusion of the given gesture with 
other gestures. For this article, we limit 
ourselves to performance measures for 
per-frame-analysis as opposed to ac-
tivity-recognition systems where more 
complex performance measures are 
considered.32 

Challenges. The main challenges for 
the three performance measures are at 
the forefront of research in machine 
vision. Detection is an extremely com-
plex problem due to hand shape, vari-
able lighting conditions, skin color, 
and hand size. Tracking complications 
arise from occlusions, cluttered envi-
ronments, and rapid motions causing 
motion blur. Addressing these chal-
lenges allows good recognition accu-
racy to follow. 

Low mental load. Having to recall 
gesture trajectories, finger configura-
tions, and associated actions is likely 
to add to a user’s mental load. Another 
source of mental (and physical) load 
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is when users’ hands cover the dis-
play, preventing them from seeing the 
graphics being guided. 

Challenges. The gestures should be 
simple, temporally short, and natural. 
For a given set of tasks, users should 
have to remember at most only a few 
postures. Iconic representations of 
gesture-command associations may 
also help relieve users’ mental load. 

Intuitiveness. The gesture types se-
lected by interface developers should 
have a clear cognitive association with 
the functions they perform. For ex-
ample, an open palm can represent 
a “stop” command, a closed fist with 
thumb up can represent “OK,” and a 
pointing finger can represent the di-
rection to move an object. Few users 
are able to remember complex shapes 
and unnatural finger configurations. 
Intuitiveness is associated with other 
usability terms (such as learnability 
and “easy to remember”). Other factors 
affecting user-gesture choices are gen-
eral knowledge, cultural environment, 
and linguistic capability.51 

Challenges. Intuitiveness is strongly 
associated with cultural background 
and experience. A gesture natural to 
one user may be unnatural to others. 
Moreover, Stern et al.46 showed there 
is no consensus among users regard-
ing gesture-function associations. This 
problem can be overcome by letting 
users decide which gesture best repre-
sents their intentions. The “Wizard of 
Oz” paradigm34 and analytical struc-
tured approaches51 help achieve this 
representation. 

Comfort. Lexicon design should 
avoid gestures that require intense 
muscle tension over long periods, a 
syndrome commonly called “Gorilla 
arm.” Gestures must be concise and 
comfortable while minimizing stress 
on the hand. Awkward, repetitive pos-
tures can strain tissues and result in 
pressure within the carpal tunnel. Two 
types of muscular stress are found: 
static, the effort required to maintain a 
posture for a fixed amount of time, and 
dynamic, the effort required to move a 
hand through a trajectory. 

Challenges. Measuring stress pro-
duced by hand gestures is very dif-
ficult. For stress-index measures, 
experiments vary from subjective ques-
tionnaires to electronic devices (such 
as electromyograms) that measure 

muscle activity. The main obstacle with 
physiological methods is that muscle 
potentials are highly variable within 
subjects and depend on external fac-
tors like positioning, temperature, and 
physiologic state. Instead, analytical 
approaches help assess stress based 
on the dynamics of musculoskeletal 
models. 

Lexicon size and multi-hand sys-
tems. For sign languages (such as 
American Sign Language), hand-ges-
ture-recognition systems must be able 
to recognize a large lexicon of both sin-
gle-handed and two-handed gestures. 
For multi-touch systems, lexicon size 
plays a minor role. In either case, the 
challenge is to detect (and recognize) 
as many hands as possible. 

Challenges. The different types of 
gestures to be recognized must be 
weighed against the system’s robust-
ness. A classifier that recognizes a 
small number of gestures generally 
outperforms the same system trained 
on more gestures. The challenge for 
the vision algorithm is to select robust 
features and classifiers such that the 
system’s performance is barely affect-
ed by lexicon size. Multi-hand systems 
pose additional challenges (such as 
disambiguation of mutual hand occlu-
sions and correctly associating hands 
and people). 

Come as you are.48 This phrase re-
fers to an HCI design that poses no 
requirement on the user to wear mark-
ers, gloves, or long sleeves, fix the back-
ground, or choose a particular illumina-
tion. Many methods encumber the user 
in order to track and recognize gestures 
by standardizing the appearance of the 
hands (markers, gloves, long sleeves) 
but make interaction cumbersome. 
The challenge for the vision algorithm 
is to recognize hand gestures without 
requiring the user wear additional aids 
or being wired to a device. 

Challenges. This flexibility constraint 
suggests a machine-vision-based solu-
tion that is not invasive. The drawback 
reveals itself with varied environments 
and user appearance. Assumptions 
about user characteristics and illumi-
nation affect system robustness. Near-
IR illuminators can help. Far-IR cam-
eras, ultrasonic, IR laser scanners, and 
capacitive imagers are also possible 
approaches for maintaining a system 
that lets users come as you are. 

Lexicon design 
should avoid 
gestures that 
require intense 
muscle tension 
over long periods, 
a syndrome 
commonly called 
“Gorilla arm.” 



64    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

contributed articles

Reconfigurability. Hand-gesture sys-
tems are used by many different types 
of users, and related hand-gesture in-
terfaces are not “one size fits all.” Loca-
tion, anthropometric characteristics, 
and type and number of gestures are 
some of the most common features 
that vary among users. 

Challenges. This requirement is 
not technically challenging; the main 
problem is the choice of functionalities 
within the interface that can change 
and those that cannot. The designer 
should avoid overwhelming the user 
by offering infinite tunable parameters 
and menus. On the other hand, users 
should have enough flexibility that they 
can freely set up the system when a ma-
jor component is replaced or extended. 

Interaction space. Most systems 
assume users are standing in a fixed 
place with hands extended (limited 

by a virtual interaction envelope) and 
within the envelope recognize ges-
tures. But these assumptions do not 
hold for mobile ubiquitous hand-ges-
ture-recognition systems where the in-
teraction envelope surrounds only the 
mobile device. 

Challenges. Recognition of 3D body-
arm configurations is usually achieved 
through at least two cameras with 
stereo vision, a setup requiring pre-
vious calibration and usually slower 
response than single-camera-based 
systems. Monocular vision can be used 
to disambiguate 3D location using ac-
curate anthropomorphic models of the 
body, but fitting such a model to the 
image is computationally expensive. 

Gesture spotting and the immer-
sion syndrome. Gesture spotting con-
sists of distinguishing useful gestures 
from unintentional movement related 
to the immersion-syndrome phenom-
enon,2 where unintended movement is 
interpreted against the user’s will. Un-
intended gestures are usually evoked 
when the user interacts simultaneous-
ly with other people and devices or just 
resting the hands. 

Challenges. The main challenge 
here is cue selection to determine the 
temporal landmarks where gesture in-
teraction starts and ends; for example, 
hand tension can be used to find the 
“peak” of the gesture temporal trajec-
tory, or “stroke,” while voice can be 
used to mark the beginning and cul-
mination of the interaction. However, 
recognition alone is not a reliable mea-
sure when the start and end of a ges-
ture are unknown, since irrelevant ac-
tivities often occur during the gesture 
period. One solution is to assume that 
relevant gestures are associated with 
activities that produce some kind of 
sound; audio-signal analysis can there-
fore aid the recognition task.52 

While responsiveness, accuracy, 
intuitiveness, come as you are, and 
gesture spotting apply to all classes of 
gesture interface, other requirements 
are more specific to the context of the 
application. For mobile environments 
in particular, ubiquity and wearability 
represent special requirements: 

Ubiquity and wearability. For mo-
bile hand-gesture interfaces, these 
requirements should be incorporated 
into every aspect of daily activity in ev-
ery location and every context; for ex-

ample, small cameras attached to the 
body or distributed, networked sen-
sors can be used to access information 
when the user is mobile. 

Challenges. Hand-gesture systems 
that are spatially versatile and adapt-
able to changing environments and 
users require self-calibration. Small 
programmable sensors are expensive, 
and cross-platform environments have 
yet to be developed. 

In a literature review we undertook 
as we wrote this article, we found that 
the requirements outlined here are ac-
knowledged by only a few scientists, in-
cluding Baudel and Beaudouin-Lafon2 
and Triesch and Malsburg.48 

Hand-Gesture Recognition 
Hand gestures can be captured 
through a variety of sensors, includ-
ing “data gloves” that precisely record 
every digit’s flex and abduction angles, 
and electromagnetic or optical posi-
tion and orientation sensors for the 
wrist. Yet wearing gloves or trackers, 
as well as associated tethers, is uncom-
fortable and increases the “time-to-
interface,” or setup time. Conversely, 
computer-vision-based interfaces offer 
unencumbered interaction, providing 
several notable advantages: 

˲˲ Computer vision is nonintrusive; 
˲˲ Sensing is passive, silent, possibly 

stealthy; 
˲˲ Installed camera systems can per-

form other tasks aside from hand-ges-
ture interfaces; and 

˲˲ Sensing and processing hardware 
is commercially available at low cost. 

However, vision-based systems usu-
ally require application-specific algo-
rithm development, programming, 
and machine learning. Deploying them 
in everyday environments is a chal-
lenge, particularly for achieving the ro-
bustness necessary for user-interface 
acceptability: robustness for camera 
sensor and lens characteristics, scene 
and background details, lighting con-
ditions, and user differences. Here, we 
look at methods employed in systems 
that have overcome these difficulties, 
first discussing feature-extraction 
methods (aimed at gaining informa-
tion about gesture position, orienta-
tion, posture, and temporal progres-
sion), then briefly covering popular 
approaches to feature classification 
(see Figure 1). 

Figure 1. Head and hand detection using 
depth from stereo, illumination-specific 
color segmentation, and knowledge of 
typical body characteristics.17

Figure 2. Hue-Saturation histogram of skin 
color. The circled region contains the hand 
pixels in the photo; the high spike is caused 
by grayish and white pixels.
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Motion. Frame-to-frame compari-
son against a learned background 
model is an effective and computa-
tionally efficient method for finding 
foreground objects and for observing 
their position and movement. This 
comparison requires several assump-
tions (such as a stationary camera or 
image pre-processing to stabilize the 
video) and a static background; for ex-
ample, Kang et al.21 employed the Lu-
cas-Kanade tracking method.29 

Depth. Range data from a calibrated 
camera pair40 or direct range sensors 
(such as LiDAR) is a particularly use-
ful cue if the user is expected to face 
the camera(s) and the hands are con-
sidered the closest object. Depth from 
stereo is usually coarse-grain and rath-
er noisy, so it is often combined with 
other image cues (such as color17,22,33). 
Well-calibrated stereo cameras are 
costly, and depth can be calculated ac-
curately only if the scene contains suf-
ficient texture. If texture is lacking, ar-
tificial texture can be projected into the 
scene through a digital light projector 
injecting structured light patterns.39 

Color. Heads and hands are found 
with reasonable accuracy based purely 
on their color.24,40 Skin color occupies 
a rather well-defined area in color 
spaces (such as Hue, Saturation, and 
Intensity, L*a*b*, and YIQ) so can be 
used for segmentation (see Figure 2 
and Hasanuzzaman et al.,19 Rogalla et 
al.,41 and Yin and Zhu53). Combined 
histogram-matching and blob-track-
ing with Camshift7 or the Viterbi al-
gorithm54 is a popular approach due 
to its speed, ease of implementation, 
and performance. Shortcomings stem 
from confusion with similar-colored 
objects in the background and limita-
tions with respect to posture recogni-
tion. Better optics and sensors often 
improve color saturation, therefore 
color-based algorithms; another ac-
curacy boost can be achieved through 
user-worn markers (such as colored 
gloves and bright LEDs). While sim-
plifying the interface implementa-
tion, these aids do not permit users to 
“come as you are,” so IR illumination 
can be used instead of markers. The IR 
light source illuminates users’ hands, 
allowing an IR camera to capture the 
images of the illuminated parts.44 In 
addition, reflective material affixed to 
a body part can increase the part’s re-

flection properties. 
Shape. Many objects can be distin-

guished by their shape, or silhouette. 
Different object orientations are often 
also revealed based on shape alone. 
Shape is available if the object is clearly 
segmented from the background scen-
ery, achievable in controlled environ-
ments (such as with chroma keying), 
often for stationary-camera systems 
(using a background model) and a bit 
less reliably with a good hand-color 
model.53 Popular methods include sta-
tistical moments,13 rule-based meth-
ods (see Figure 3 and Kawarazaki et 
al.22 and Yin and Zhu53), active shape 
models,12 and shape context.4 

Appearance. Methods that consider 
the intensity and/or color values across 
a region of interest are more powerful 
and robust than methods that consider 
shape alone. Since they do not rely on 
segmentation, they are generally able 
to handle situations with no intensity/
color distinction between foreground 
and background. The theoretical up-
per bound on lexicon size is much 
greater for appearance-based methods 
than for purely depth- and shape-based 
methods. The drawback is increased 
computational cost during training 
and recognition; for example, detect-
ing heads in all possible orientations 
or hands in all possible configurations 
is not currently possible at interactive 
frame rates. Examples of appearance-
based methods (such as by Viola and 
Jones49) have been employed for vari-
ous vision-based interfaces, including 
those reported by Hasanuzzaman.19 

Multi-cue. Rather than rely on a sin-
gle image cue, a number of schemes 
combine information from multiple 
cues. Motion-based region-of-interest 
designation, combined with appear-
ance-based hand, face, or body detec-
tion, improves speed and accuracy. 
Appearance and color for detection 
and motion cues, together with color, 
were used for hand-gesture interfaces 
(see Figure 4) by Kölsch et al.24 and 
Rauschert et al.40 Removal of any of 
these cues was shown to hurt perfor-
mance. Methods that segment a ges-
ture in an image based on color, then 
classify the shape, do not fall into this 
multi-cue category, since the cues are 
used sequentially, not cooperatively; 
that is, if the first cue fails, the second 
cue is useless. True multi-cue systems 

face similar difficulties with data com-
bination as classic sensor fusion: intra-
cue confidence is often unavailable for 
weighting; the data domains and/or 
ranges are often distinct; and the com-
bination function may be highly non-
linear. 

The extracted features are then 
subjected to various classifiers, from 
generic support vector machines10 to 
highly customized shape classifiers, 
as in Yin and Zhu.53 Some features 
perform classification implicitly; for 
example, the Lucas-Kanade-based 
tracker discards “unreliable” patches, 
and Camshift7 determines a decision 
boundary in space and color histo-
grams. 

Classification is sometimes exter-
nally combined with feature extrac-
tion, as in the boosting approach 
involving a combination of weak detec-
tors.49 Other methods involve a distinct 
translation step into feature space 
and subsequent classification; for ex-
ample, consider the motion track of a 
hand gesture, with its spatial location 
over time serving as feature vector and 
a hidden Markov model classifying 
hand trajectory into various temporal/
dynamic gestures26,33,40,42 (see Figure 5). 

As with speech recognition, dy-

Figure 3. Hand-gesture recognition using 
color segmentation, conversion into polar 
coordinates, and maxima detection to 
identify and count fingers.

Figure 4. Multi-cue hand tracking and 
posture recognition.24
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namic gesture segmentation (when the 
gesture starts and ends) is a challenge; 
in gesture research, such temporal 
segmentation is often called “gesture 
spotting” (see the section on require-
ments and challenges). Spotting is not 
only difficult but necessitates a lag be-
tween gesture start and finish (or later), 
limiting the responsiveness of the user 
interface. Other successful classifica-
tion methods are dynamic time warp-
ing, Hough transforms, mean-shift and 
Camshift, and Bayesian approaches. 

Applications 
The first application of hand-gesture 
control we review—medical systems 
and assistive technologies—provides 
the user sterility needed to help avoid 
the spread of infection. The second—
entertainment—involves naturalness 
of the interface as part of the user expe-
rience. The next—crisis management 
and disaster relief—involves a per-

formed task requiring quick user feed-
back. Finally, human-robot interaction 
must be natural and intuitive for the 
personal robot of the future. Here, we 
cover hand-gesture control interfaces 
for each category and discuss the re-
lated design considerations. 

Medical systems and assistive tech-
nologies. Gestures can be used to 
control the distribution of resources 
in hospitals, interact with medical in-
strumentation, control visualization 
displays, and help handicapped users 
as part of their rehabilitation thera-
py.35,50 Some of these concepts have 
been exploited to improve medical 
procedures and systems; for example, 
Face MOUSe35 satisfied the “come as 
you are” requirement, where surgeons 
control the motion of a laparoscope 
by making appropriate facial gestures 
without hand or foot switches or voice 
input. Graetzel et al.16 covered ways to 
incorporate hand gestures into doc-

tor-computer interfaces, describing a 
computer-vision system that enables 
surgeons to perform standard mouse 
functions, including pointer move-
ment and button presses, with hand 
gestures that satisfy the “intuitiveness” 
requirement. Wachs et al.50 developed 
a hand-gesture-tracking device called 
Gestix that allows surgeons to browse 
MRI images in an operating room (see 
Figure 6), using a natural interface to 
satisfy both “come as you are” and “in-
tuitiveness.” 

A European Community Project 
called WearIT@work30 satisfies the 
“comfort” requirement by encourag-
ing physicians to use a wrist-mounted 
RFID reader to identify the patient and 
interact through gestures with the hos-
pital information system to document 
exams and write prescriptions, helping 
ensure sterility. However, since this is 
an encumbered interface, the “come as 
you are” requirement is violated. We ex-
pect to see some of these new technolo-
gies (based on “smart instruments”) 
introduced directly into the operating 
room, where the direction/activation 
of a robotic end effecter could be per-
formed through gesture recognition.35 

For the impaired, the critical re-
quirements of a hand-gesture interface 
system are “user adaptability and feed-
back” and “come as you are.” In this 
context, wheelchairs, as mobility aids, 
have been enhanced through robotic/
intelligent vehicles able to recognize 
hand-gesture commands (such as in 
Kuno et al.28). The Gesture Pendant44 is 
a wearable gesture-recognition system 
used to control home devices and pro-
vide additional functionality as a medi-
cal diagnostic tool. The Staying Alive3 
virtual-reality-imagery-and-relaxation 
tool satisfies the “user adaptability 
and feedback” requirement, allowing 
cancer patients to navigate through a 
virtual scene using 18 traditional T’ai 
Chi gestures. In the same vein, a tele-
rehabilitation system18 for kinesthetic 
therapy—treatment of patients with 
arm-motion coordination disorders—
uses force-feedback of patient ges-
tures. Force-feedback was also used by 
Patel and Roy36 to guide an attachable 
interface for individuals with severely 
dysarthric speech. Also, a hand-worn 
haptic glove was used to help rehabili-
tate post-stroke patients in the chronic 
phase by Boian et al.5 These systems 

Figure 5. Motions reliably distinguished by hidden Markov models,42 from moving the 
WiiMote in a square to swinging an arm, as in serving with a tennis racquet. The third 
gesture from the left describes a 90-degree roll angle around the z-axis (back and forth). 

Figure 6. Surgeon using Gestix to browse medical images.
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illustrate how medical systems and 
rehabilitative procedures promise to 
provide a rich environment for the po-
tential exploitation of hand-gesture 
systems. Still, additional research and 
evaluation procedures are needed to 
encourage system adoption. 

Entertainment. Computer games 
are a particularly technologically 
promising and commercially reward-
ing arena for innovative interfaces due 
to the entertaining nature of the inter-
action. Users are eager to try new in-
terface paradigms since they are likely 
immersed in a challenging game-like 
environment.45 In a multi-touch de-
vice, control is delivered through the 
user’s fingertips. Which finger touches 
the screen is irrelevant; most impor-
tant is where the touch is made and the 
number of fingers used. 

In computer-vision-based, hand-
gesture-controlled games,13 the sys-
tem must respond quickly to user 
gestures, the “fast-response” require-
ment. In games, computer-vision al-
gorithms must be robust and efficient, 
as opposed to applications (such as 
inspection systems) with no real-time 
requirement, and where recognition 
performance is the highest priority. 
Research efforts should thus focus on 
tracking and gesture/posture recogni-
tion with high-frame-rate image pro-
cessing (>10 fps). 

Another challenge is “gesture spot-
ting and immersion syndrome,” aim-
ing to distinguish useful gestures 
from unintentional movement. One 
approach is to select a particular ges-
ture to mark the “start” of a sequence 
of gestures, as in the “push to talk” ap-
proach in radio-based communication 
where users press a button to start talk-
ing. In touchscreen mobile phones, 
the user evokes a “swipe” gesture to 
start operating the device. To “end” 
the interaction, the user may evoke 
the “ending” gesture or just “rest” the 
hands on the side of the body. This 
multi-gesture routine may be prefer-
able to purely gaze-based interaction 
where signaling the end of the interac-
tion is a difficult problem, since users 
cannot turn off their eyes. The problem 
of discriminating between intentional 
gestures and unintentional movement 
is also known as the Midas Touch prob-
lem (http://www.diku.dk/hjemmesider/
ansatte/panic/eyegaze/node27.html). 

In the Mind-Warping augmented-
reality fighting game,45 where users in-
teract with virtual opponents through 
hand gestures, gesture spotting is 
solved through voice recognition. The 
start and end of a temporal gesture is 
“marked” by voice—the start and end 
of a Kung Fu yell; Kang et al.21 addressed 
the problem of gesture spotting in the 
first-person-shooter Quake II. Such 
games use contextual information like 
gesture velocity and curvature to ex-
tract meaningful gestures from a video 
sequence. Bannach et al.41 addressed 
gesture spotting through a sliding 
window and bottom-up approach in a 
mixed-reality parking game. Schlömer 
et al.42 addressed accelerometer-based 
gesture recognition for drawing and 
browsing operations in a computer 
game. Gesture spotting in many Nin-
tendo Wii games is overcome by press-
ing a button on the WiiMote control 
through the “push to talk” analogy. 

Intuitiveness is another important 
requirement in entertainment sys-
tems. In the commercial arena, most 
Nintendo Wii games are designed 
to mimic actual human motions in 
sports games (such as golf, tennis, and 
bowling). Wii games easily meet the 
requirement of “intuitiveness,” even 
as they violate the “come as you are” 
requirement, since users must hold 
the WiiMote, instead of using a bare 
hand. Sony’s EyeToy for the Playstation 
and the Kinect sensor for Microsoft’s 
Xbox360 overcome this limitation 
while achieving the same level of im-
mersion through natural gestures for 
interaction. These interfaces use hand-
body gesture recognition (also voice 
recognition in Kinect) to augment the 
gaming experience. 

In the research arena, the intuitive 
aspect of hand-gesture vocabulary is 
addressed in a children’s action game 
called QuiQui’s Giant Bounce20 where 
control gestures are selected through 
a “Wizard of Oz” paradigm in which a 
player interacts with a computer appli-
cation controlled by an unseen subject, 
with five full-body gestures detected 
through a low-cost USB Web camera. 

“User adaptability and feedback” 
is the most remarkable requirement 
addressed in these applications. In 
entertainment systems, users profit 
from having to learn the gesture vo-
cabularies employed by the games. A 

For sign languages 
(such as American 
Sign Language), 
hand-gesture-
recognition systems 
must be able to 
recognize a large 
lexicon of single-
handed and two-
handed gestures. 

http://www.diku.dk/hjemmesider/ansatte/panic/eyegaze/node27.html
http://www.diku.dk/hjemmesider/ansatte/panic/eyegaze/node27.html
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training session is usually required to 
teach them how the gestures should 
be performed, including speed, trajec-
tory, finger configuration, and body 
posture. While beginners need time to 
learn the gesture-related functions, ex-
perienced users navigate through the 
games at least as quickly as if they were 
using a mechanical-control device or 
attached sensors.8,37 

Intelligent user interfaces that rely 
on hand/body gesture technology face 
special challenges that must be ad-
dressed before future commercial sys-
tems are able to gain popularity. Aside 
from technical obstacles like reliabil-
ity, speed, and low-cost implementa-
tion, hand-gesture interaction must 
also address intuitiveness and gesture 
spotting. 

Crisis management and disaster 
relief. Command-and-control systems 
help manage public response to natu-
ral disasters (such as tornados, floods, 
wildfires, and epidemic diseases) and 
to human-caused disasters (such as 
terrorist attacks and toxic spills). In 
them, the emergency response must 
be planned and coordinated by teams 
of experts with access to large volumes 
of complex data, in most cases through 
traditional human-computer interfac-
es. One such system, the “Command 
Post of the Future,”47 uses pen-based 
gestures.11 Such hand-gesture interface 
systems must reflect the requirements 
of “fast learning,” “intuitiveness,” 
“lexicon size and number of hands,” 
and “interaction space” to achieve sat-
isfactory performance.26 The first two 
involve natural interaction with geo-
spatial information (easy to remember 
and common gestures); the last two 
involve the system’s support of col-
laborative decision making among in-
dividuals. Multimodality (speech and 
gesture), an additional requirement 
for crisis-management systems, is not 
part of our original list of requirements 
since it includes modalities other than 
gestures. The pioneering work was 
Richard A. Bolt’s “Put-That-There” sys-
tem,6 providing multimodal voice in-
put plus gesture to manipulate objects 
on a large display. 

DAVE_G,40 a multimodal, multi-
user geographical information system 
(GIS), has an interface that supports 
decision making based on geospatial 
data to be shown on a large-screen dis-

play. Potential users are detected as 
soon as they enter the room (the “come 
as you are” requirement) through a 
face-detection algorithm; the detected 
facial region helps create a skin-color 
model applied to images to help track 
the hands and face. Motion cues are 
combined with color information to 
increase the robustness of the tracking 
module. Spatial information is con-
veyed using “here” and “there” manip-
ulative gestures that are, in turn, recog-
nized through a hidden Markov model. 
The system was extended to operate 
with multiple users in the “XISM” sys-
tem at Pennsylvania State University26 
where users simultaneously interface 
with the GIS, allowing a realistic deci-
sion-making process; however, Krahn-
stoever et al.26 provided no detail as to 
how the system disambiguates track-
ing information of the different users. 

Other approaches to multi-user 
hand-gesture interfaces have adopted 
multi-touch control through off-the-
shelf technology,15,31 allowing design-
ers to focus on collaborative user 
performance rather than on hand-
gesture-recognition algorithms, These 
systems give multiple users a rich 
hand-gesture vocabulary for image 
manipulation, including zoom, pan, 
line drawing, and defining regions of 
interest, satisfying the “lexicon size 
and number of hands” requirement. 
Spatial information about objects on 
the GIS can be obtained by clicking 
(touching) the appropriate object. 

These applications combine col-
laborative hand-gesture interaction 
with large visual displays. Their main 
advantage is user-to-user communi-
cation, rather than human-computer 
interaction, so the subjects use their 
usual gestures without having to learn 
new vocabularies; for example, sweep-
ing the desk can be used to clean the 
surface. 

Human-robot interaction. Hand-
gesture recognition is a critical aspect 
of fixed and mobile robots, as suggest-
ed by Kortenkamp et al.25 Most impor-
tant, gestures can be combined with 
voice commands to improve robust-
ness or provide redundancy and deal 
with “gesture spotting.” Second, hand 
gestures involve valuable geometric 
properties for navigational robot tasks; 
for example, the pointing gesture can 
symbolize the “go there” command for 

Aside from 
technical obstacles 
like reliability, 
speed, and low-cost 
implementation, 
hand-gesture 
interaction must 
also address 
intuitiveness and 
gesture spotting. 
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and robot interact with objects on a 
table, the interaction space is large 
enough to include both user and ob-
jects. Rogella et al. 41 reported 95.9% 
recognition accuracy. 

Nickel and Stiefelhagen33 devel-
oped a system that recognizes dynamic 
pointing gestures that rely on head 
and arm orientation for human-robot 
interaction. The system uses a hidden 
Markov model to recognize trajectories 
of the segmented hands and up to 210 
gestures, satisfying the requirement of 
“lexicon size and number of hands.” 

Yin and Zhu53 implemented a 
programming-by-demonstration ap-
proach in which the robot learns ges-
tures from a human user (the instruc-
tor), satisfying the requirement of 
“user adaptability and feedback.” The 
system uses eight static gestures to 
control a hybrid service robot system 
called HARO-1. Calinon and Billard9 
also used a programming-by-demon-
stration paradigm, allowing users to 
help the robot reproduce a gesture 
through kinesthetic teaching; in it, 
the user teaches the robot 10 dynamic 
gestures acquired through sensors at-
tached to the torso and upper and low-
er arm, hence violating the “come as 
you are” and “comfort” requirements. 

Most approaches we’ve reviewed 
here employ a stereo camera to ac-
quire hand gestures. Some systems 
also add voice detection, thereby solv-
ing the “gesture spotting” problem 
and improving recognition accuracy. 
Most of them detect static hand ges-
tures but are not robust enough to 
recognize more than 10 gestures, so 
do not satisfy the requirement of “lexi-
con size and number of hands.” Two-
handed dynamic-gesture multimodal 
interaction is thus a promising area 
for future research. 

Conclusion 
Hand-gesture implementation in-
volves significant usability challenges, 
including fast response time, high rec-
ognition accuracy, quick to learn, and 
user satisfaction, helping explain why 
few vision-based gesture systems have 
matured beyond prototypes or made it 
to the commercial market for human-
computer devices. Nevertheless, multi-
touchscreens and non-joystick and 
-keyboard interaction methods have 
found a home in the game-console 

mobile robots. For a robotic arm, hu-
man users may use the “put it there” 
command while pointing to the ob-
ject and then the place. Hand actions 
can be used to manipulate operations 
(such as grasp and release), since a hu-
man hand is able to simulate the form 
of the robot gripper. All these aspects 
of robot interaction help satisfy the 
“intuitiveness” requirement. Third, 
people with physical handicaps are 
able to control robots through gestures 
when other channels of interaction are 
limited or impossible without special 
keyboards and teach-pendants, or ro-
bot controls, satisfying the “come as 
you are” requirement. Fourth, such an 
interface brings operability to begin-
ners who find it difficult to use sophis-
ticated controls to command robots. 
Hand-gesture control of robots faces 
several constraints specific to this cat-
egory of interfaces, including “fast,” 
“intuitive,” “accuracy,” “interaction 
space,” and “reconfigurability.” While 
most systems succeed to some extent 
in overcoming the technical require-
ments (“accuracy”), the interaction 
aspects of these systems involve many 
unsolved challenges. 

Using stereo vision to develop a co-
operative work system, Kawarazaki22 
combined robotic manipulators and 
human users with hand-gesture in-
structions to recognize four static ges-
tures; when users point at an object on 
a table with their forefinger the robot 
must be able to detect it. Chen and 
Tseng10 described human-robot inter-
action for game playing in which three 
static gestures at multiple angles and 
scales are recognized by a computer-
vision algorithm with 95% accuracy, 
satisfying the “accuracy” requirement. 

Using Sony’s AIBO entertainment 
robot, Hasanuzzaman19 achieved in-
teraction by combining eight hand ges-
tures and face detection to identify two 
nodding gestures and the hand (left or 
right) being used, allowing for a larger 
lexicon than hand gestures alone. 

Rogalla et al.41 developed a robot-
ic-assistant interaction system using 
both gesture recognition and voice 
that first tracks gestures, then com-
bines voice and gesture recognition 
to evoke a command. Once the hand 
is segmented, six gestures are trained 
using a hand contour as the main fea-
ture of each gesture. Since the user 

market, commercial appeal suggesting 
that hand-gesture-based interactive 
applications could yet become impor-
tant players in next-generation inter-
face systems due to their ease of access 
and naturalness of control. 

Four recommended guidelines help 
evaluate future hand-gesture interfaces 
to increase the likelihood of their wide-
spread commercial/social acceptance: 

Validation. Rigorous statistical vali-
dation procedures for gesture-based 
systems on public, standard test sets. A 
system’s performance can be demon-
strated through several statistical mea-
sures32: sensitivity/recall, precision/
positive predictive value, specificity, 
negative predictive value, f-measure, 
likelihood ratio, and accuracy; 

User independence. User indepen-
dence while permitting customizabil-
ity enhances acceptability; 

Usability criteria. Provide usabil-
ity criteria to evaluate learnability, ef-
ficiency, ease of remembering, likeli-
hood of errors, and user satisfaction; 
performance can be evaluated through 
task completion time and subjective 
workload assessment through, say, the 
NASA Task Load Index (http://human-
systems.arc.nasa.gov/groups/TLX/) 
and the Subjective Workload Assess-
ment Technique38; and 

Qualitative/quantitative assessment. 
Provide qualitative and quantitative as-
sessments of this modality compared 
to other modalities (such as voice rec-
ognition); for example, user perfor-
mance when using alternative modali-
ties can be compared with the metrics 
outlined in the guideline concerning 
usability criteria. 

Questions. Reviewing the HCI liter-
ature as we wrote this article revealed 
increasing adoption of certain prin-
ciples and heuristics that contribute to 
the design of hand-gesture-recognition 
systems: 

Context support in hand-gesture rec-
ognition. Gestures are context-depen-
dent. Gestures and their types and uses 
are determined by the context in which 
they are applied. Task domain analysis 
helps identify users’ intended actions, 
goals, and means. Previously, HCI re-
searchers adopted task analysis to help 
determine suitable features for natural 
HCI.26,40 

The trade-off between increasing 
the number of gestures to be recog-

http://humansystems.arc.nasa.gov/groups/TLX/
http://humansystems.arc.nasa.gov/groups/TLX/
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nized and the performance of the rec-
ognition is a well-known obstacle in 
the design of gesture-based interfaces. 
The more freely a system allows users 
to express themselves, the less accu-
rate it gets; conversely, the greater the 
rigor in specifying gestures, the greater 
the likelihood the system will perform 
accurately. 

A common approach toward achiev-
ing this trade-off is to create a set of 
specific grammars or vocabularies for 
different contexts. The system dynami-
cally activates different subsets of vo-
cabularies and grammars according 
to the context, instead of maintaining 
a single large lexicon. This built-in 
feature reduces complexity in gesture-
recognition systems, as separate ges-
ture-recognition algorithms are used 
for smaller gesture subsets. Context 
is captured in many ways, including 
hand position, interaction log, task, 
type of gesture, and how the user inter-
acts with devices in the environment. 

Methods for hand-gesture recogni-
tion. No single algorithm for hand-ges-
ture recognition favors every applica-
tion. The suitability of each approach 
depends on application, domain, 
and physical environment. Neverthe-
less, integration of multiple methods 
lends robustness to hand-tracking al-
gorithms; for example, when a tracker 
loses track of a hand due to occlusion, 
a different tracker using a different 
tracking paradigm can still be active. 
Occlusion is usually disambiguated 
through the stereo cameras to create 
depth maps of the environment. Com-
mon approaches for hand-gesture 
tracking use color and motion cues. 
Human skin color is distinctive and 
serves to distinguish the human face 
and hand from other objects. Trackers 
sensitive to skin color and motion can 
achieve a high degree of robustness.40 

Regarding classification, gestures 
are the outcome of stochastic process-
es. Thus, defining discrete representa-
tions for patterns of spatio-temporal 
gesture motion is a complicated pro-
cess. Gesture templates can be deter-
mined by clustering gesture training 
sets to produce classification meth-
ods with accurate recognition per-
formance; Kang et al.21 described ex-
amples of such methods, including 
hidden Markov models, dynamic time 
warping, and finite state machines. 

Finally, Kang et al.21 also addressed 
the problem of gesture spotting 
through sliding windows, distinguish-
ing intentional gestures from captured 
gestures through recognition accuracy 
of the observed gestures. 

Intuitive gestures (selection and teach-
ing) in interface design. Ideally, gestures 
in HCI should be intuitive and sponta-
neous. Psycholinguistics and cognitive 
sciences have produced a significant 
body of work involving human-to-hu-
man communication that can help find 
intuitive means of interaction for HCI 
systems. A widely accepted solution for 
identifying intuitive gestures was sug-
gested by Baudel et al.,2 and in Höysni-
emi et al.’s “Wizard-of-Oz” experiment, 
an external observer interprets user 
hand movement and simulates the sys-
tem’s response.20 Called “teaching by 
demonstration,” it is widely used for 
gesture learning. Rather than pick the 
gestures during the design stage of the 
interface, they are selected during real-
time operation while interacting with 
the user, thus mimicking the process 
of parents teaching gestures to a tod-
dler.9 First, the parents show the tod-
dler a gesture, then assist the toddler to 
imitate the gesture by moving the tod-
dler’s own hands. The toddler learns 
the skill of producing the gesture by 
focusing on his or her own active body 
parts. Hand gestures play an important 
role in human-human communica-
tion. Analysis of these gestures based 
on experimental sociology and learn-
ing methodologies will lead to more ro-
bust, natural, intuitive interfaces. 
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Though the Web  is best known as a vast repository 
of shared documents, it also contains a significant 
amount of structured data covering a complete range 
of topics, from product to financial, public-record, 
scientific, hobby-related, and government. Structured 
data on the Web shares many similarities with the 
kind of data traditionally managed by commercial 
database systems but also reflects some unusual 
characteristics of its own; for example, it is embedded 
in textual Web pages and must be extracted prior to 
use; there is no centralized data design as there is in  
a traditional database; and, unlike traditional 
databases that focus on a single domain, it covers 
everything. Existing data-management systems do  
not address these challenges and assume their data  
is modeled within a well-defined domain. 

This article discusses the nature of Web-embedded 
structured data and the challenges of managing it. To 
begin, we present two relevant research projects 

developed at Google over the past 
five years. The first, WebTables, com-
piles a huge collection of databases 
by crawling the Web to find small re-
lational databases expressed using 
the HTML table tag. By performing 
data mining on the resulting extract-
ed information, WebTables is able to 
introduce new data-centric applica-
tions (such as schema completion 
and synonym finding). The second, 
the Google Deep Web Crawler, at-
tempts to surface information from 
the Deep Web, referring to data on 
the Web available only by filling out 
Web forms, so cannot be crawled by 
traditional crawlers. We describe how 
this data is crawled by automatically 
submitting relevant queries to a vast 
number of Web forms. The two proj-
ects are just the first steps toward ex-
posing and managing structured Web 
data largely ignored by Web search 
engines. 

Web Data 
Structured data on the Web exists in 
several forms, including HTML ta-
bles, HTML lists, and back-end Deep 
Web databases (such as the books 
sold on Amazon.com). We estimate 
in excess of one billion data sets as of 
February 2011. More than 150 million 
sources come from a subset of all Eng-
lish-language HTML tables,4,5 while 
Elmeleegy et al11 suggested an equal 
number from HTML lists, a total that 
does not account for the non-English 
Web. Finally, our experience at Google 

Structured 
Data on  
the Web 
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Google’s WebTables and Deep Web Crawler 
identify and deliver this otherwise inaccessible 
resource directly to end users. 

by Michael J. Cafarella, Alon Halevy,  
and Jayant Madhavan 

 key insights
 � �Because data on the Web is about 

everything, any approach that attempts 
to leverage it cannot rely on building a 
model of the data ahead of time but on 
domain-independent methods instead. 

 � �The sheer quantity and heterogeneity of 
structured data on the Web enables new 
approaches to problems involving data 
integration from multiple sources. 

 � �While the content of structured data is 
typically different from what is found in 
text on the Web, each content collection 
can be leveraged to better understand 
other collections.

http://Amazon.com
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suggests the Deep Web alone can gen-
erate more than one billion pages of 
valuable structured data. The result 
is an astounding number of distinct 
structured data sets, most still wait-
ing to be exposed more effectively to 
users. 

This structured data differs from 
data stored in traditional relational 
databases in several ways: 

Data in “page context” must be ex-
tracted. Consider a database embed-
ded in an HTML table (such as local 
coffeehouses in Seattle and the U.S. 
presidents in Figure 1). To the user 
the data set appears to be structured, 
but a computer program must be able 
to automatically distinguish it from, 
say, a site’s navigational bar that also 
uses an HTML table. Similarly, a Web 
form that gives access to an interest-
ing Deep Web database, perhaps con-
taining all Starbucks locations in the 
world, is not that different from a form 
offering simple mailing-list signup. 
The computer program might also 
have to automatically extract schema 
information in the form of column la-
bels sometimes appearing in the first 
row of an HTML table but that some-
times do not exist at all. Moreover, the 
subject of a table may be described in 
the surrounding text, making it diffi-
cult to extract. There is nothing akin 
to traditional relational metadata that 
leaves no doubt as to how many tables 
there are and the relevant schema in-
formation for each table. 

No centralized data design or data-
quality control. In a traditional data-
base, the relational schema provides 
a topic-specific design that must be 
observed by all data elements. The 
database and the schema may also 
enforce certain quality controls (such 
as observing type consistency within 
a column, disallowing empty cells, 
and constraining data values to a cer-
tain legal range). For example, the set 
of coffeehouses may have a column 
called year-founded containing 
integers constrained to a relatively 
small range. Neither data design nor 
quality control exists for Web data; for 
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example, if a year-founded string 
is in the first row, there is nothing to 
prevent the string macchiatone from 
appearing beneath it. Any useful ap-
plication making use of Web data 
must also be able to address uncer-
tain data design and quality. 

Vast number of topics. A tradi-

tional database typically focuses on 
a particular domain (such as prod-
ucts or proteins) and therefore can 
be modeled in a coherent schema. On 
the Web, data covers everything, and 
is also one of its appeals. The breadth 
and cultural variations of data on the 
Web make it inconceivable that any 

manual effort would be able to create 
a clean model of all of it. 

Before addressing the challenges 
associated with accessing structured 
data on the Web, it is important to ask 
what users might do with such data. 
Our work is inspired by the following 
example benefits: 

Improve Web search. Structured 
Web data can help improve Web 
search in a number of ways; for ex-
ample, Deep Web databases are not 
generally available to search engines, 
and, by surfacing this data, a Deep 
Web exploration tool can expand the 
scope and quality of the Web-search 
index. Moreover, the layout structure 
can be used as a relevance signal to 
the search ranker; for example, an 
HTML table-embedded database with 
a column calories and a row latte, 
should be ranked fairly high in re-
sponse to the user query latte cal-
ories. Traditionally, search engines 
use the proximity of terms on a page 
as a signal of relatedness; in this case, 
the two terms are highly related, even 
though they may be distant from each 
other on the page.

Enable question answering. A long-
standing goal for Web search is to 
return answers in the form of facts; 
for example, in the latte calories 
query, rather than return a URL a 
search engine might return an actual 
numerical value extracted from the 
HTML table. Web search engines re-
turn actual answers for very specific 
query domains (such as weather and 
flight conditions), but doing so in a 
domain-independent way is a much 
greater challenge. 

Enable data integration from mul-
tiple Web sources. With all the data 
sets available on the Web, the idea 
of combining and integrating them 
in ad hoc ways is immensely appeal-
ing. In a traditional database setting, 
this task is called data integration; 
on the Web, combining two disparate 
data sets is often called a “mashup.” 
While a traditional database adminis-
trator might integrate two employee 
databases with great precision and at 
great cost, most combinations of Web 
data should be akin to Web search—
relatively imprecise and inexpensive; 
for example, a user might combine 
the set of coffeehouses with a data-
base of WiFi hotspots, where speed 

Figure 1. Typical use of the table tag to describe relational data that has structure never 
explicitly declared by the author, including metadata consisting of several typed and labeled 
columns, but that is obvious to human observers. The navigation bars at the top of the page 
are also implemented through the table tag but do not contain relational-style data. 

Figure 2. Results of a keyword query search for “city population,” returning a relevance-
ranked list of databases. The top result contains a row for each of the most populous 125 
cities and columns for “City/Urban Area,” “Country,” “Population,” and “rank” (by population 
among all the cities in the world). The system automatically generated the image at right, 
showing the result of clicking on the “Paris” row. The title (“City Mayors…”) links to the page 
where the original HTML table is located. 
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is more important than flawless ac-
curacy. Unlike most existing mashup 
tools, we do not want users to be lim-
ited to data that has been prepared for 
integration (such as already available 
in XML). 

The Web is home to many kinds of 
structured data, including embedded 
in text, socially created objects, HTML 
tables, and Deep Web databases. We 
have developed systems that focus on 
HTML tables and Deep Web databas-
es. WebTables extracts relational data 
from crawled HTML tables, thereby 
creating a collection of structured da-
tabases several orders of magnitude 
larger than any other we know of. The 
other project surfaces data obtained 
from the Deep Web, almost all hidden 
behind Web forms and thus inacces-
sible. We have also constructed a tool 
(not discussed here) called Octopus 
that allows users to extract, clean, 
and integrate Web-embedded data.3 
Finally, we built a third system, called 
Google Fusion Tables,13 a cloud-based 
service that facilitates creation and 
publication of structured data on the 
Web, therefore complementing the 
two other projects. 

WebTables 
The WebTables system4,5 is designed 
to extract relational-style data from 
the Web expressed using the HTML 
table tag. Figure 1 is a table listing 
American presidents (http://www.
enchantedlearning.com/history/us/
pres/list.shtml) with four columns, 
each with topic-specific label and type 
(such as President and Term as Presi-
dent) as a date range; also included is 
a tuple of data for each row. Although 
most of the structured-data metadata 
is implicit, this Web page essentially 
contains a small relational database 
anyone can crawl. 

Not all table tags carry relational 
data. Many are used for page layout, 
calendars, and other nonrelational 
purposes; for example, in Figure 1, 
the top of the page contains a table 
tag used to lay out a navigation bar 
with the letters A–Z. Based on a hu-
man-judged sample of raw tables, we 
estimate up to 200 million true rela-
tional databases in English alone on 
the Web. In general, less than 1% of 
the content embedded in the HTML 
table tags represents good tables. In-

deed, the relational databases in the 
WebTables corpus form the largest 
database corpus we know of, by five 
orders of decimal magnitude.a 

WebTables focuses on two main 
problems surrounding these data-
bases: One, perhaps more obvious, 
is how to extract them from the Web 
in the first place, given that 98.9% of 
tables carry no relational data. Once 
we address this problem, we can move 
to the second—what to do with the re-
sulting huge collection of databases. 

Table extraction. The WebTables 
table-extraction process involves two 
steps: First is an attempt to filter out 
all the nonrelational tables. Unfortu-
nately, automatically distinguishing a 
relational table from a nonrelational 
table can be difficult. To do so, the sys-
tem uses a combination of handwrit-
ten and statistically trained classifiers 
that use topic-independent features 
of each table; for example, high-quali-
ty data tables often have relatively few 
empty cells. Another useful feature is 
whether each column contains a uni-
form data type (such as all dates or all 
integers). Google Research has found 
that finding a column toward the left 
side of the table with values drawn 
from the same semantic type (such as 
country, species, and institution) is a 
valuable signal for identifying high-
quality relational tables. 

The second step is to recover meta-
data for each table passing through 
the first filter. Metadata is informa-
tion that describes the data in the da-
tabase (such as number of columns, 
types, and names). In the case of the 
presidents, the metadata contains 
the column labels President, Par-
ty, and so on. For coffeehouses, it 
might contain Name, Speciality, 
and Roaster. Although metadata 
for a traditional relational database 
can be complex, the goal for WebTa-
bles metadata is modest—determine 
whether or not the first row of the ta-

a	 The second-largest collection we know is due 
to Wang and Hu,22 who also tried to gather data 
from Web pages but with a relatively small and 
focused set of input pages. Other research on 
table extraction has not focused on large col-
lections.10,12,23 Our discussion here refers to the 
number of distinct databases, not the number 
of tuples. Limaye et al16 described techniques 
for mapping entities and columns in tables to 
an ontology.

Any useful 
application making 
use of Web data 
must also be able  
to address 
uncertain data 
design and quality.

http://www.enchantedlearning.com/history/us/pres/list.shtml
http://www.enchantedlearning.com/history/us/pres/list.shtml
http://www.enchantedlearning.com/history/us/pres/list.shtml
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ble includes labels for each column. 
When inspecting tables by hand, we 
found 70% of good relational-style ta-
bles contain such a metadata row. As 
with relational filtering, we used a set 
of trained classifiers to automatically 
determine whether or not the schema 
row is present. 

The two techniques together al-
lowed WebTables to recover 125 mil-
lion high-quality databases from a 
large general Web crawl (several bil-
lion Web pages). The tables in this 
corpus contained more than 2.6 mil-
lion unique “schemas,” or unique sets 
of attribute strings. This enormous 
data set is a unique resource we ex-
plore in the following paragraphs. 

Leveraging extracted data. Ag-
gregating data over the extracted 
WebTables data, we can create new 
applications previously difficult or 
impossible through other techniques. 
One such application is structured 
data search. Traditional search en-
gines are tuned to return relevant doc-
uments, not data sets, so users search-
ing for data are generally ill-served. 
Using the extracted WebTables data, 
we implemented a search engine that 
takes a keyword query and returns a 
ranked list of databases instead of 
URLs; Figure 2 is a screenshot of the 
prototype system. Because WebTa-
bles extracted structural information 
for each object in the search engine’s 
index, the results page can be more 
interesting than in a standard search 
engine. Here, the page of search re-
sults contains an automatically drawn 
map reflecting the cities listed in the 
data set; imagine the system being 
used by knowledge workers who want 
to find data to add to a spreadsheet. 

In addition to the data in the ta-
bles, we found significant value in the 
collection of the tabular schemata 
we collected. We created the Attri-
bute Correlation Statistics Database 
(ACSDb) consisting of simple fre-
quency counts for each unique piece 
of metadata WebTables extracts; for 
example, the database of presidents 
mentioned earlier adds a single count 
to the four-element set president, 
party, term-as-president, vice-
president. By summing individual 
attribute counts over all entries in the 
ACSDb, WebTables is able to compute 
various attribute probabilities, given a 

randomly chosen database; for exam-
ple, the probability of seeing the name 
attribute is far higher than seeing the 
roaster attribute. 

WebTables also computes con-
ditional probabilities, so, for ex-
ample, we learn that p(roaster | 
house-blend) is much higher than 
p(roaster | album-title). It 
makes sense that two coffee-related 
attributes occur together much more 
often than a combination of a coffee-
related attribute and, say, a music-
related attribute. Using these proba-
bilities in different ways, we can build 
interesting new applications, includ-
ing these two: 

Schema autocomplete. The database 
schema auto-complete application is 
designed to assist novice database de-
signers. Like the tab-complete feature 
in word processors, schema autocom-
plete takes a few sample attributes 
from the user and suggests additional 
attributes to complete the table; for 
example, if a user types roaster and 
house-blend, the auto-complete 
feature might suggest speciality, 
opening-time and other attributes 
to complete the coffeehouse schema. 
Table 1 lists example outputs from our 
auto-complete tool, which is also use-
ful in scenarios where users should be 
encouraged to reuse existing termi-
nologies in their schemas. 

The auto-complete algorithm is 
easily implemented with probabili-
ties from the ACSDb. The algorithm 
repeatedly emits the attribute from 
the ACSDb to yield the highest prob-
ability, when conditioned on the at-
tributes the user (or algorithm) has 
already suggested. The algorithm ter-
minates when the attribute yielding 
the highest probability is below a tun-
able threshold. 

Synonym finding. The WebTables 
synonym-finding application uses AC-
SDb probabilities to automatically de-
tect likely attribute synonyms; for ex-
ample, phone-number and phone-# 
are two attribute labels that are se-
mantically equivalent. Synonyms play 
a key role in data integration. When 
we merge two databases on the same 
topic created by different people, we 
first need to reconcile the different 
attribute names used in the two da-
tabases. Finding these synonyms is 
generally done by the application de-

An important 
lesson we learned is 
there is significant 
value in analyzing 
collections of 
metadata on the 
Web, in addition  
to the data itself.
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signer or drawn automatically from 
a pre-compiled linguistic resource 
(such as a thesaurus). However, the 
task of synonym finding is compli-
cated by the fact that attribute names 
are often acronyms or word combina-
tions, and their meanings are highly 
contextual. Unfortunately, manually 
computing a set of synonyms is bur-
densome and error-prone. 

WebTables uses probabilities from 
the ACSDb to encode three observa-
tions about good synonyms:

˲˲ Two synonyms should not appear 
together in any known schema, as it 
would be repetitive on the part of the 
database designer;

˲˲ Two synonyms should share 
common co-attributes; for example, 
phone-number and phone-# should 
both appear along with name and ad-
dress; and 

˲˲ The most accurate synonyms are 
popular in real-world use cases. 

WebTables can encode each of 
these observations in terms of attri-
bute probabilities using ACSDb data. 
Combining them, we obtain a formu-
la for a synonym-quality score WebTa-
bles uses to sort and rank every possi-
ble attribute pair; Table 2 lists a series 
of input domains and the output pairs 
of the synonym-finding system. 

Deep Web Databases 
Not all structured data on the Web is 
published in easily accessible HTML 
tables. Large volumes of data stored 
in back-end databases are often made 
available to Web users only through 
HTML form interfaces; for example, a 
large chain of coffeehouses might have 
a database of store locations that are 
retrieved by zip code using the HTML 
form on the company’s Web site, and 
users retrieve data by performing valid 
form submissions. On the back-end, 
HTML forms are processed by either 
posing structured queries over rela-
tional databases or sending keyword 
queries over text databases. The re-
trieved content is published on Web 
pages in structured templates, often 
including HTML tables. 

While WebTables-harvested tables 
are potentially reachable by users 
posing keyword queries on search 
engines, the content behind HTML 
forms was for a long time believed 
to be beyond the reach of search en-

gines; few hyperlinks point to Web 
pages resulting from form submis-
sions, and Web crawlers did not have 
the ability to automatically fill out 
forms. Hence, the names “Deep,” 
“Hidden,” and “Invisible Web” have 
all been used to refer to the content 
accessible only through forms. Berg-
man2 and He et al14 have speculated 
that the data in the Deep Web far ex-
ceeds the data indexed by contem-
porary search engines. We estimate 
at least 10 million potentially useful 
distinct forms18; our previous work17 
has a more thorough discussion of the 
Deep Web literature and its relation to 
the projects described here. 

The goal of Google’s Deep Web 
Crawl Project is to make Deep Web 
content accessible to search-engine 
users. There are two complemen-
tary approaches to offering access to 
it: create vertical search engines for 
specific topics (such as coffee, presi-
dents, cars, books, and real estate) 
and surface Deep Web content. In the 
first, for each vertical, a designer must 
create a mediated schema visible to 
users and create semantic mappings 
from the Web sources to the mediated 
schema. However, at Web scale, this 
approach suffers from several draw-
backs: 

˲˲ A human must spend time and 
effort building and maintaining each 
mapping; 

˲˲ When dealing with thousands of 
domains, identifying the topic rel-
evant to an arbitrary keyword query is 
extremely difficult; and 

˲˲ Data on the Web reflects every 
topic in existence, and topic boundar-
ies are not always clear. 

The Deep Web Crawl project fol-
lowed the second approach to surface 
DeepWeb content, pre-computing the 
most relevant form submissions for 
all interesting HTML forms. The URLs 
resulting from these submissions can 
then be added to the crawl of a search 
engine and indexed like any other 
HTML page. This approach leverages 
the existing search-engine infrastruc-
ture, allowing the seamless inclusion 
of Deep Web pages into Web-search 
results. The system currently surfaces 
content for several million Deep Web 
databases spanning more than 50 lan-
guages and several hundred domains, 
and the surfaced pages contribute re-
sults to more than 1,000 Web-search 
queries per second on Google.com. 
For example, as of the writing of this 
article, a search query for citibank 
atm 94043 will return in the first po-
sition a parameterized URL surfacing 

Table 1. Sample output from the schema autocomplete tool. To the left is a  
user’s input attribute; to the right are sample schemas. 

Input attribute Auto-completer output

name name, size, last-modified, type

instructor instructor, time, title, days, room, course

elected elected, party, district, incumbent, status, opponent, description

ab ab, h, r, bb, so, rbi, avg, lob, hr, pos, batters

sqft sqft, price, baths, beds, year, type, lot-sqft, days-on-market, stories

Table 2. Sample output from the synonym-finding tool. To the left are the input  
context attributes; to the right are synonymous pairs generated by the system. 

Input context Synonym-finder outputs

name e-mail|email, phone|telephone, e-mail address|email address,  
date|last-modified

instructor course-title|title, day|days, course|course-#, course-name|course-title

elected candidate|name, presiding-officer|speaker

ab k|so, h|hits, avg|ba, name|player

sqft bath|baths, list|list-price, bed|beds, price|rent

http://Google.com
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results from a database of ATM loca-
tions—a very useful search result that 
would not have appeared otherwise. 

Pre-computing the set of relevant 
form submissions for any given form 
is the primary difficulty with surfac-
ing; for example, a field with label 
roaster should not be filled in with 
value toyota. Given the scale of a 
Deep Web crawl, it is crucial there be 
no human involvement in the process 
of pre-computing form submissions. 
Hence, previous work that either ad-
dressed the problem by constructing 
mediator systems one domain at a 
time8,9,21 or needed site-specific wrap-
pers or extractors to extract docu-
ments from text databases1,19 could 
not be applied. 

Surfacing Deep Web content in-
volves two main technical challenges: 

˲˲ Values must be selected for each 
input in the form; value selection is 
trivial for select menus but very chal-
lenging for text boxes; and 

˲˲ Forms have multiple inputs, and 
using a simple strategy of enumerat-
ing all possible form submissions can 
be wasteful; for example, the search 
form on cars.com has five inputs, and 
a cross product will yield more than 
200 million URLs, even though cars.
com lists only 650,000 cars for sale.7 

The full details on how we ad-
dressed these challenges are in Mad-
havan et al.18 Here, we outline how we 
approach the two problems: 

Selecting input values. A large num-
ber of forms have text-box inputs and 
require valid input values for the re-
trieval of any data. The system must 
therefore choose a good set of values 
to submit in order to surface useful 
result pages. Interestingly, we found 
it is not necessary to have a complete 
understanding of the semantics of 
the form to determine good candidate 
text inputs. To understand why, first 
note that text inputs fall into one of 
two categories: generic search inputs 
that accept most keywords and typed 
text inputs that accept only values in a 
particular topic area. 

For search boxes, the system pre-
dicts an initial set of candidate key-
words by analyzing text from the form 
site, using the text to bootstrap an 
iterative probing process. The sys-
tem submits the form with candidate 
keywords; when valid form submis-

sions result, the system extracts more 
keywords from the resulting pages. 
This iterative process continues un-
til either there are no new candidate 
keywords or the system reaches a pre-
specified target number of results. 
The set of all candidate keywords can 
then be pruned, choosing a small 
number that ensures diversity of the 
exposed database content. Similar it-
erative probing approaches have been 
used to extract text documents from 
specific databases.1,6,15,19,20 

For typed text boxes, the system at-
tempts to match the type of the text 
box against a library of types common 
across topics (such as U.S. zip codes). 
Note that probing with values of the 
wrong type results in invalid submis-
sions or pages with no results. We 
found even a library of just a few types 
can cover a significant number of text 
boxes. 

Selecting input combinations. For 
HTML forms with more than one in-
put, a simple strategy of enumerating 
the entire cross-product of all pos-
sible values for each input will result 
in a huge number of output URLs. 
Crawling too many URLs drains the 
resources of a search engine Web 
crawler while posing an unreason-
able load on Web servers hosting the 
HTML forms. Choosing a subset of 
the cross-product that yields results 
that are nonempty, useful, and dis-
tinct is an algorithmic challenge.18 
The system incrementally traverses 
the search space of all possible sub-
sets of inputs. For a given subset, it 
tests whether it is informative, or ca-
pable of generating URLs with suffi-
cient diversity in their content. As we 
showed in Madhavan et al,18 only a 
small fraction of possible input sets 
must be tested, and, for each sub-
set, the content of only a sample of 
generated URLs must be examined. 
Our algorithm is able to extract large 
fractions of underlying Deep Web da-
tabases without human supervision, 
using only a small number of form 
submissions. Furthermore, the num-
ber of form submissions the system 
generates is proportional to the size 
of the database underlying the form 
site, rather than the number of inputs 
and input combinations in the form. 

Limitations of surfacing. By creat-
ing Web pages, surfacing does not 

preserve the structure or semantics of 
the data gathered from the underly-
ing DeepWeb databases. But the loss 
in semantics is also a lost opportunity 
for query answering; for example, sup-
pose a user searched for “used ford fo-
cus 1993” and a surfaced used-car list-
ing page included Honda Civics, with 
a 1993 Honda Civic for sale, but also 
said “has better mileage than the Ford 
Focus.” A traditional search engine 
would consider such a surfaced Web 
page a good result, despite not being 
helpful to the user. We could avoid 
this situation if the surfaced page had 
a search-engine-specific annotation 
that the page was for used-car listings 
of Honda Civics. One challenge for an 
automated system is to create a set of 
structure-aware annotations textual 
search engines can use effectively. 

Next Steps 
These two projects represent first 
steps in retrieving structured data on 
the Web and making it directly acces-
sible to users. Searching it is not a 
solved problem; in particular, search 
over large collections of data is still an 
area in need of significant research, 
as well as integration with other 
Web search. An important lesson we 
learned is there is significant value in 
analyzing collections of metadata on 
the Web, in addition to the data itself. 

Specifically, from the collections 
we have worked with—forms and 
HTML tables—we have extracted sev-
eral artifacts: 

˲˲ A collection of forms (input 
names that appear together and val-
ues for select menus associated with 
input names); 

˲˲ A collection of several million 
schemata for tables, or sets of column 
names appearing together; and 

˲˲ A collection of columns, each with 
values in the same domain (such as 
city names, zip codes, and car makes). 

Semantic services. Generalizing 
from our synonym finder and schema 
auto-complete, we build from the 
schema artifacts a set of semantic ser-
vices that form a useful infrastructure 
for many other tasks. An example of 
such a service is that, given a name 
of an attribute, return a set of values 
for its column; such a service can au-
tomatically fill out forms in order to 
surface Deep Web content. A second 

http://cars.com
http://cars.com
http://cars.com
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example is, given an entity, return a 
set of possible properties—attributes 
and relationships—that may be as-
sociated with it. Such a service would 
be useful for both information-extrac-
tion tasks and query expansion. 

Structured data from other sourc-
es. Some of the principles of our pre-
vious projects are useful for extracting 
structured data from other growing 
sources on the Web: 

Socially created data sets. These 
data sets (such as encyclopedia ar-
ticles, videos, and photographs) are 
large and interesting and exist main-
ly in site-specific silos, so integrat-
ing them with information extracted 
from the wider Web would be useful; 

Hypertext-based data models. These 
models, in which page authors use 
combinations of HTML elements 
(such as a list of hyperlinks), perform 
certain data-model tasks (such as in-
dicate that all entities pointed to by 
the hyperlinks belong to the same 
set); this category can be considered a 
generalization of the observation that 
HTML tables are used to communi-
cate relations; and 

Office-style documents. These docu-
ments (such as spreadsheets and 
slide presentations) contain their own 
structured data, but because they are 
complicated, extracting information 
from them can be difficult, though it 
also means they are a tantalizing tar-
get. 

Creating and publishing struc-
tured data. The projects we’ve de-
scribed are reactive in the sense that 
they try to leverage data already on 
the Web. In a complementary line of 
work, we created Google Fusion Ta-
bles,13 a service that aims to facilitate 
the creation, management, and pub-
lication of structured data, enabling 
users to upload tabular data files, in-
cluding spreadsheets and CSV, of up 
to 100MB. The system provides ways 
to visualize the data—maps, charts, 
timelines—along with the ability to 
query by filtering and aggregating the 
data. Fusion Tables enables users to 
integrate data from multiple sources 
by performing joins across tables that 
may belong to different users. Users 
can keep the data private, share it with 
a select set of collaborators, or make 
it public. When made public, search 
engines are able to crawl the tables, 

thereby providing additional incen-
tive to publish data. Fusion Tables 
also includes a set of social features 
(such as collaborators conducting 
detailed discussions of the data at 
the level of individual rows, columns, 
and cells). For notable uses of Fusion 
Tables go to https://sites.google.com/
site/fusiontablestalks/stories. 

Conclusion 
Structured data on the Web involves 
several technical challenges: difficult 
to extract, typically disorganized, and 
often messy. The centralized control 
enforced by a traditional database 
system avoids all of them, but central-
ized control also misses out on the 
main virtues of Web data—that it can 
be created by anyone and covers every 
topic imaginable. We are only starting 
to see the benefits that might accrue 
from these virtues. In particular, as il-
lustrated by WebTables synonym find-
ing and schema auto-suggest, we see 
the results of large-scale data mining 
of an extracted (and otherwise unob-
tainable) data set. 

It is often argued that only select 
Web-search companies are able to 
carry out research of the flavor we’ve 
described here. This argument holds 
mostly for research projects involving 
access to logs of search queries, but 
the research described here was made 
easier by having access to a large Web 
index and computational infrastruc-
ture, and much of it can be conducted 
at academic institutions as well, in 
particular when it involves such chal-
lenges as extracting the meaning of 
tables on the Web and finding inter-
esting combinations of such tables. 
ACSDb is freely available to research-
ers outside of Google (https://www.
eecs.umich.edu/ michjc/acsdb.html); 
we also expect to make additional 
data sets available to foster related re-
search. 	
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What would it take for a true personal 
knowledge base to generate the benefits 
envisioned by Vannevar Bush?

by Stephen Davies

Still 
Building 
the 
Memex
As World War II mercifully drew to a close, 
Vannevar Bush, President Truman’s Director of 
Scientific Research, surveyed the post-war landscape 
and laid out what he viewed as the most important 
forthcoming challenges to humankind.9 In his 
oft-cited article, he also described a hypothetical 
information storage device called the “memex,”a 

a	� The word “memex” is thought to be an abbreviation for “memory extender,” though this is never 
explained in the article.

intended to tackle the information 
overload problem that was already for-
midable in 1945. In Bush’s own words:

“Consider a future device for indi-
vidual use, which is a sort of mecha-
nized private file and library. It needs 
a name, and to coin one at random, 
‘memex’ will do. A memex is a device 
in which an individual stores all his 
books, records, and communications, 
and which is mechanized so that it 
may be consulted with exceeding 
speed and flexibility. It is an enlarged 
intimate supplement to his memory.”

He went on to specify that the user 
should be able to “add marginal notes 
and comments,” and “build a trail of 
his interest” through the larger infor-
mation space. And Bush’s emphasis 
throughout the article was on expand-
ing our own powers of recollection: 
“Man needs to mechanize his record 
more fully,” he says, if he is not to “be-
come bogged down…by overtaxing his 
limited memory.”

According to Bush, this kind of 
ubiquitously available digital assis-
tant, capturing and faithfully repro-
ducing a person’s thoughts, sources, 
and organization of information, 
would be more than anything else the 
key to maximizing mankind’s poten-
tial in the coming information age. 
Granted, the vision he described has 
inspired a variety of other research 
endeavors, from information retrieval 
to distributed hypertext systems. But 

 key insights
 � �Personal knowledge bases (PKBs) are 

becoming increasingly critical tools for 
information professionals struggling to 
cope with today’s explosion of digital 
information.

 � �PKB development efforts have their 
roots in diverse research communities, 
including mind mapping, knowledge 
organization tools, and hypertext 
systems.

 � �Modern approaches still strive to 
define the perfect data model for a PKB. 
Different structures—such as trees, 
categories, and spatial layouts—provide 
different capabilities and limitations,  
yet no one model has emerged as  
clearly superior.
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a great deal of his design can be seen 
as an example of what this article will 
characterize as a personal knowledge 
base.

Personal knowledge bases have ex-
isted in some form since humankind 
felt compelled to manage informa-
tion: card files, personal libraries, Da 
Vinci’s notebooks. Today there are 
literally dozens of software products 
attempting to satisfy these needs. De-
signers approach the problem in dif-
ferent ways, but have the same aim. 
And no wonder. If a “memex” was 
needed in Bush’s day, then today’s in-
formation explosion20 makes it an or-
der of magnitude more important. If a 
human’s only tool for retaining what 
they learn is their biological memory, 
their base of knowledge will be po-
rous indeed.

Yet the problem is deceptively dif-

ficult to solve. How to design a sys-
tem that attempts to capture human 
memories? To interrelate heteroge-
neous information, assimilated from 
numerous diverse sources and filtered 
through an individual’s subjective un-
derstanding? To give users a natural 
way to search and correlate and ex-
tend that information? These are mys-
teries that many have attempted to 
solve but which remain tantalizingly 
incomplete.

In this article, we look at a number 
of these systems and provide a taxon-
omy for classifying their approaches.

The Personal Knowledge Base
We define a Personal Knowledge 
Base—or PKB—as an electronic tool 
through which an individual can ex-
press, capture, and later retrieve the 
personal knowledge he or she has ac-

quired. Our definition has three com-
ponents:

Personal: Like Bush’s memex, a 
PKB is intended for private use, and its 
contents are custom tailored to the in-
dividual. It contains trends, relation-
ships, categories, and personal obser-
vations that its owner sees but which 
no one else may agree with. Many 
of the issues involved in PKB design 
are also relevant in collaborative set-
tings, as when a homogeneous group 
of people is jointly building a shared 
knowledge base. In this case, the 
knowledge base could simply reflect 
the consensus view of all contributors; 
or, perhaps better, it could simultane-
ously store and present alternate views 
of its contents, so as to honor several 
participants who may organize it or 
view it differently. This can introduce 
another level of complexity.

Figures from the September 10, 1945 Life magazine article “As We May Think” by Vannevar Bush.
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Knowledge: A PKB primarily con-
tains knowledge, not information. 
That is, its purpose is not simply to 
aggregate all the information sources 
one has seen, but to preserve the select 
knowledge that one has learned from 
those sources. Psychologically, knowl-
edge is the formation of a mental mod-
el in one’s own mind that corresponds 
to the information encountered.21

Base: A PKB preserves knowledge 
for the long haul. It is ideally future-
proof: immune to shifts in technol-
ogy and to disaster. It can be fluidly 
searched and browsed. It also forms a 
consolidated, integrated whole, with-
out partitions that might isolate some 
areas of knowledge from others. This 
is because it is a reflection of one’s 
own memory, which, as Bush and 
many others have observed, can freely 
associate any two thoughts together, 
without restriction.3,9

Benefits
What can be gained from using a 
PKB? An idea of the presumed advan-
tages can be gleaned from the way in 
which today’s numerous solutions are 
“pitched:”

Knowledge generation and formula-
tion. Here the emphasis is on proce-
dure, not persistence; it is the act of 

simply using the tool to express one’s 
knowledge that helps, rather than 
the ability to retrieve it later. Systems 
boast that they can “convert random 
thoughts generated while you are the 
most creative into the linear thoughts 
needed most when communicating;” 
“help you relate and arrange random 
ideas;” and “stimulate your brain” 
(http://mindmappersusa.com).

Knowledge capture. PKBs do not 
merely allow one to express knowl-
edge, but also to capture it before 
it elusively disappears. The point is 
to lower the burden of jotting down 
one’s thoughts so that neither task nor 
thought process is interrupted. StayAt-
Play’s Idea Knot, for example, asserts 
that “it is very quick to open a…docu-
ment and within seconds record the 
essence of that new idea without dis-
tractions, while your mind is focused 
on it and without disturbing the flow 
of your current work.” (http://www.sta-
yatplay.com).

Knowledge organization. A short 
study on note-taking habits found 
that “better organization” was the 
improvement people most desired in 
their own information recording prac-
tices.24 PKB systems like Aquaminds 
Notetaker (http://aquaminds.com) 
profess to answer this need, allowing 
one to “organize personal informa-
tion,” and claiming to be “a more pro-
ductive way to stay organized.”

Knowledge management and retriev-
al. Perhaps the most critical aspect of 
a PKB is that the knowledge it stores 
is permanent and accessible, ready to 
be retrieved at any later time. Person-
alKnowbase (http://bitsmithsoft.com) 
claims it will “give you a place to stash 
all those stray snips of knowledge 
where they can be quickly recalled 
when you need them,” and MicroLog-

ic’s InfoSelect lets you “find any data 
in an instant, no matter where or how 
you entered it” (http://miclog.com).

PKB Systems: Past and Present
A plethora of candidate PKB systems 
have emerged over the past decades. 
Here, we give an overview of some of 
the more notable efforts from three 
distinct research communities.

Graphical knowledge capture 
tools. Much fanfare has been gener-
ated in the last 30 years around picto-
rial knowledge representations. Some 
claim that drawing informal diagrams 
to represent abstract knowledge is an 
excellent way to communicate com-
plex ideas, enhance learning, and even 
to “unlock the potential of the brain.”

“Mind mapping” and “concept 
mapping” are the two most popular 
paradigms in graphical knowledge 
capture. A mind map is essentially 
nothing more than a visual outline, in 
which a main idea or topic is written 
in the center of the diagram, and sub-
topics radiate outward in increasing 
levels of specificity. The primary value 
is in the freeform, spatial layout, and 
the ability for a software application 
to hide or reveal select levels of detail. 
The open source Freemind project 
(see Figure 1) is just one of literally 
dozens of such tools.

Concept maps34 are based on the 
premise that newly encountered 
knowledge must be related to one’s 
prior knowledge in order to be prop-
erly understood. Concept maps help 
depict such connections graphically 
(see Figure 2). Like mind maps, they 
feature evocative words or phrases in 
boxes connected by lines. However, 
there are important differences in 
the underlying data model—tree vs. 
graph—that will discuss shortly.

Hypertext systems. The hypertext 
community proudly points to Bush’s 
article as the cornerstone of their heri-
tage. Hence the development of hyper-
text techniques, while seldom applied 
specifically toward PKB solutions, is 
historically important. Doug Engel-
bart, who began developing the first 
viable hypertext system in 1959, stated 
his purpose as “the augmentation of 
man’s intellect.”15 In other words, En-
gelbart’s goal was to use the hypertext 
model specifically to model abstract 
knowledge.

Figure 1. Freemind, a mind map creation tool.

Figure 2. CMap, a concept map creation tool.

http://miclog.com
http://www.mindmappersusa.com
http://www.stayatplay.com
http://www.stayatplay.com
http://aquaminds.com
http://bitsmithsoft.com
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The TextNet37 and NoteCards23 (see 
Figure 3) systems further explored this 
idea. TextNet revolved around “primi-
tive pieces of text connected with typed 
links to form a network similar in 
many ways to a semantic network.”16 
The subsequent NoteCards effort, one 
of the most influential hypertext ef-
forts in history, was similarly designed 
to “formulate, structure, compare, and 
manage ideas.” The popular Hypercard 
program for the Apple MacIntosh22 of-
fered similar functionality through its 
notion of a stack of digital cards that 
could be flexibly interconnected.

The sweeping vision of the Xanadu 
project33 was for a web of documents 
composed of individually addressable 
chunks of any granularity. Any part 
of one document could freely refer to 
any part of another, and this reference 
would persist even when the contents 
of one or both documents were updat-
ed. An interface based on the parallel 
visualization of texts and “transpoint-
ing windows” made navigating this 
intricate structure possible. Though 
not yet fully implemented, Xanadu’s 
design also makes heavy use of tran-
sclusion, as described later. Other ex-
amples of knowledge-based hypertext 
tools include Compendium,12 Person-
alBrain (http://thebrain.com), and 
Tinderbox.4

Note-taking applications. The most 
explicit attempt to create a PKB as we 
have defined it comes from the area of 
note-taking applications. These soft-
ware tools allow a user to create bits 
of text and then organize or categorize 
them in some way. They draw heavily 
on the “note-taking” metaphor since 
it is a familiar operation for users to 
carry over from their experiences with 
pen and paper (see Figure 4).

Supporting bodies of research. In 
addition to the kind of user interface 
exhibited by the systems mentioned 
here, several underlying technologies 
are vital for a PKB to function properly. 
Here we give a brief overview of some 
of the research efforts that are appli-
cable to PKB implementation.

Graph-based data storage and re-
trieval. Since nearly all PKB systems 
employ some form of graph or tree 
as their underlying data model, re-
search from the database community 
on semi-structured data storage and 
retrieval is relevant here. Stanford 

University’s Lore project30 was an early 
implementation of a DBMS solution 
specifically designed for graph-based 
data. The architecture provided an 
efficient storage mechanism, and 
the Lorel language permitted precise 
queries to be posed in the absence 
of a fixed schema. Lore’s notion of a 
“DataGuide”—a summary of the graph 
structure of a knowledge base, encod-
ing all possible path traversals—could 
even provide a basis for assisting us-
ers in query formulation, a particu-
lar challenge when a knowledge base 
grows in haphazard fashion.

UnQL7 was an even more expressive 
query language than Lorel, based on 
structural recursion that could be ap-
plied to tree-structured data as well as 
arbitrary graphs. Buneman et al. dem-
onstrated that the language can be 
efficiently implemented in a way that 
queries are guaranteed to terminate, 
and can be optimized just as in the 
relational algebra. StruQL,16 though 
originally designed for the specific 
task of Web site development, was in 
fact a general-purpose graph query 
language with similar features.

More recently, the World Wide Web 
Consortium’s Semantic Web initiative 
has prompted numerous implemen-
tations of RDF triple stores, or data-
bases that house graph-structured 
data. Notable examples include Jenab 
and Sesame.6 SPARQL,36 an RDF que-
ry language for selective retrieval of 
graph data, was recently adopted as a 
W3C Recommendation. For tree (as 
opposed to graph) data, a multitude 
of XML query languages exist, includ-
ing XQueryc and the recently proposed 
extension XQFT,2 which enhances ex-
plicit tree navigation constructs with 
information retrieval on the nodes’ 
free text.

All of these efforts lend consider-
able optimism to PKB implementers 
since they provide techniques for effi-
ciently storing and retrieving the kind 
of data most PKBs are likely to store.

Graph data integration. A large por-
tion of a user’s knowledge consists of 
bits of information from the external 
sources they have assimilated. In some 
cases, these external sources may con-
tain structured or semi-structured 

b	 http://jena.sourceforge.net.
c	 http://www.w3.org/TR/xquery.

data. This would be the case if one PKB 
wanted to subsume part of another, 
say, or if the information source itself 
was a relational database or came from 
a graph-structured knowledge store, 
expressed in RDF or another graph-
based representation. In these cases, 
the research findings of the data inte-
gration community can be brought to 
bear. Stanford University’s pioneering 
work on the OEM model and query lan-
guage35 illustrated a standard mecha-
nism for the exchange of data between 
diverse and dynamic sources. McBrien 
and Poulovassilis29 showed how XML 
data sources can be semantically inte-
grated by reducing disparate schemas 
into a common, lower-level graph (ac-
tually, hypergraph) language. Vdovjak 
and Houben38 provided a framework 
for a unified interface to query hetero-
geneous RDF data sources. These suc-
cesses place the PKB-related task of 
subsuming external information on a 
firm theoretical footing.

Data provenance. When assimilat-
ing external knowledge, a PKB should 
also track and retain source informa-
tion. Research in managing data prov-
enance (sometimes known as data lin-

Figure 4. AquaMinds NoteTaker, a 
hierarchically based note-taking application.

Figure 3. The NoteCards knowledge 
management environment.

http://thebrain.com
http://jena.sourceforge.net
http://www.w3.org/TR/xquery
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eage) has produced numerous relevant 
results here. Buneman et al.8 devised 
a system for tracking user’s browsing 
and collection activities so they can 
be queryable later on. They accom-
plished this by supplementing the us-
er’s personal database with a separate 
provenance database that links items 
to their original sources, and to previ-
ous versions within the local database. 
The Trio system39 also automatically 
tracks when and how data items came 
to exist, whether imported from out-
side sources, or computed from other 
known facts. This allows a history of 
each item to be reconstructed, and 
the database to be selectively filtered 
based on source or time information. 
Bhagwat et al.5 specifically studied the 
propagation of annotations, so that 
as data evolves over time source data 
can be recovered. These techniques 
are applicable to PKB implementa-
tion as well, to enable users to browse 
and collect information and know that 
source information will automatically 
be tracked.

Data Models
Kaplan et al. stated it well when they 
observed in 1990 that “dominant da-
tabase management paradigms are 
not well suited for managing personal 
data,” since “personal information is 
too ad hoc and poorly structured to 
warrant putting it into a record-ori-
ented online database.”25 Clearly this 
is the case; when we want to jot down 
and preserve a book recommendation, 
directions to a restaurant, or scattered 
lecture notes, a rigidly structured re-
lational database table is exactly the 
wrong prescription. The random in-
formation we collect defies categori-
zation and quantization, and yet it de-
mands some sort of structure, both to 
match the organized fashion in which 
we naturally think and to facilitate lat-
er retrieval. The question is, what sort 
of data model should a PKB provide?

A few definitions are in order. First, 
we will use the term “knowledge ele-
ment” to refer to the basic building 
blocks of information that a user cre-
ates and works with. Most systems 
restrict knowledge elements to be 
simple words, phrases, or concepts, 
although some (especially note-taking 
systems) permit larger blocks of free 
text, which may even include hyper-

subclassifications.
All of the applications for creating 

mind maps are based on a tree model, 
because a mind map is a tree. And most 
of the “notebook-based” note-taking 
systems use a tree model by allow-
ing users to partition their notes into 
sections and subsections. Some tools 
extend this paradigm by permitting 
“crosslinks” between items (or Mind 
Manager’s “floating topics,” which are 
not anchored to the hierarchy.) The 
fact that such features are included 
betrays the inherent limitations of the 
strict tree as a modeling technique: it 
is simply inadequate for representing 
much complex information.

Graph. Graph-based systems—in-
cluding hypertext systems and con-
cept-mapping tools—allow users to 
create knowledge elements and then 
to interconnect them in arbitrary 
ways. In many systems, links between 
items can optionally be labeled with a 
word or phrase indicating the nature 
of the relationship, and adorned with 
arrowheads on one or both ends to in-
dicate navigability.

An alluring feature of the graph 
data model is that it is essentially 
equivalent to a “semantic network,”3,40 
believed by many psychologists to 
be an excellent model for human 

Figure 5. VIKI, one of the first spatial hypertext systems. Rather than links between 
elements, the primary way organizational information is conveyed is through spatial 
clustering.

links to external documents. Second, 
the term “structural framework” will 
cover the rules about how these knowl-
edge elements can be structured and 
interrelated.

This section presents and critiques 
the five principal PKB structural 
frameworks (tree, graph, tree plus 
graph, spatial, and category.) The vast 
majority of PKB tools are based on one 
of these five principal frameworks, 
although a handful of alternates 
have been proposed (for example, 
Lifestreams’ chronological approach17 
and Aquanet’s n-ary relations.27) I will 
then give particular attention to Ted 
Nelson’s ZigZag paradigm,32 a more 
flexible model than any of these five 
whose expressive power can subsume 
all of them. Later, key characteristic of 
transclusion and its influence on the 
various frameworks will be addressed.

The Five Primary Structural 
Frameworks
Tree. Systems that support a tree mod-
el allow knowledge elements to be or-
ganized into a containment hierarchy, 
in which each element has one and 
only one “parent.” This takes advan-
tage of the mind’s natural tendency to 
classify objects into groups, and to fur-
ther break up each classification into 
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memory. Just as humans perceive the 
world in terms of concepts and the re-
lationships between them, so a graph 
depicts a web of interconnected enti-
ties. The ideal PKB would supplement 
this model with alternative retrieval 
mechanisms (such as full-text index-
ing, or suggesting “similar items” the 
user has not explicitly linked) so as 
to compensate for the human mind’s 
shortcomings. But if a primary goal 
of a PKB is to capture the essence of a 
human’s thoughts, then using a graph 
data model as the foundation is pow-
erfully attractive.

Tree plus graph. Although graphs 
are a strict superset of trees, trees offer 
some important advantages in their 
own right: simplicity, familiarity, ease 
of navigation, and the ability to con-
ceal details at any level of abstraction. 
Indeed, the problem of “disorienta-
tion” in hypertext navigation11,26 large-
ly disappears with the tree model; one 
is never confused about “where one 
is” in the larger structure, because tra-
versing the parent hierarchy gives the 
context of the larger surroundings. For 
this reason, several graph-based sys-
tems have incorporated special sup-
port for trees as well, to combine the 
advantages of both approaches.

One of the earliest systems to com-
bine tree and graph primitives was 
TEXTNET, which featured two types of 
nodes: “chunks” (that contained con-
tent to be browsed and organized) and 
“table of contents” nodes (or “tocs.”) 

to turn these observations into ma-
chine-processible assertions.

Certain note-taking tools (for exam-
ple, Microsoft OneNote) also combine 
an overarching tree structure with spa-
tial freedom on each “page.” Users can 
access a particular page of the note-
book with basic search or tree naviga-
tion facilities, and then lay out notes 
and images on the page as desired. 
Tinderbox,4 in addition to supporting 
the graph model, also makes heavy 
use of the spatial paradigm, which lets 
users express less formal affinities be-
tween items.

Category. The fifth fundamental 
structural framework that PKB sys-
tems use is that of categories. Users 
may think of categories as collections, 
in which the category somehow en-
closes or “owns” the items within it. 
Alternatively, they may think of label-
ing items with custom-defined key-
words, thereby implicitly creating a 
category. The important point is that 
a given item can be simultaneously 
present in multiple categories, reliev-
ing the tree model’s most restrictive 
constraint.

The first popular application to em-
brace the category approach was the 
original Agenda which later became 
a commercial product and spawned 
many imitations. Personal Knowbase 
(http://bitsmithsoft.com; see Figure 
6), Haystack, and Chandler (http://
osafoundation.org) are more modern 
examples.

ZigZag
We treat ZigZag32 separately from the 
five common models since it is so 
unique, and represents a paradigm 
shift in knowledge modeling. Its core 
idea is very simple: knowledge ele-
ments can be related to one another 
sequentially along any number of di-
mensions. 

In some ways, ZigZag is an exten-
sion of the structure of an ordinary 
spreadsheet: just as in a spreadsheet, 
each cell is positioned in sequence 
relative to other cells both horizontal-
ly and vertically, ZigZag allows a cell to 
participate in many such sequences. 
This seemingly simple extension actu-
ally has broad impact: it turns out to 
be more general than any of the pre-
vious five models, and each of them 
can be expressed by it. Its principal 

Any node could freely link to any oth-
er, permitting an unrestricted graph. 
But a group of tocs could be combined 
to form a tree-like hierarchy that bot-
tomed out in various chunk nodes. In 
this way, any number of trees could 
be superimposed upon an arbitrary 
graph, allowing it to be viewed and 
browsed as a tree, with all the requisite 
advantages.

Spatial. In the opposite direction, 
some designers have shunned links 
between elements altogether, favoring 
instead spatial positioning as the sole 
organizational paradigm. Capitalizing 
on the human’s tendency to implicitly 
organize through clustering, making 
piles, and spatially arranging, some 
tools offer a 2D workspace for placing 
and grouping items. This provides a 
less formal (and perhaps less intimi-
dating) way for a user to gradually in-
troduce structure into a set of items as 
it is discovered.

This approach originated from the 
spatial hypertext community, demon-
strated in projects like VIKI/VKB28 (see 
Figure 5). With these programs, users 
place information items on a canvas 
and can manipulate them to convey 
organization imprecisely. VIKI and 
VKB are especially notable for their 
ability to automatically infer the struc-
ture from a user’s freeform layout: a 
spatial parser examines which items 
have been clustered together, colored 
or otherwise adorned similarly, and so 
on, and makes judgments about how 

Figure 6. Personal Knowbase, a note-taking system based on the category structural 
framework. Multiple customized user keywords (listed in far-left pane) can be assigned to 
each note (comprised of a small text document and a title). These keywords can be combined 
with Boolean operations in order to retrieve notes.

http://bitsmithsoft.com
http://osafoundation.org
http://osafoundation.org
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liability has been difficulty of under-
standing: users (and even researchers) 
steeped in the traditional paradigms 
sometimes struggle to break free of 
old assumptions. Yet if adopted on a 
wide scale, ZigZag’s so-called “hyper-
thogonal” structure offers the possi-
bility of an ultra-flexible PKB, capable 
of adapting to all of a user’s needs.

The Role of Transclusion
The term “transclusion,” first coined 
by Ted Nelson,31 has been used in sev-
eral senses. In general it means includ-
ing an excerpt from one document 
into another, such that the including 
document maintains some kind of ref-
erence to the included document. The 
simplest form of transclusion would 
be a simply copy-and-paste operation 
wherein a link to the original source 
was maintained. A stronger form is 
when the transcluded content is not 
copied, but referenced. This can allow 
any updates to the referred-to docu-
ment to be instantly seen by the refer-
ring one, or, in an even more sophis-
ticated scheme, it allows the referring 
document to maintain access to the 
transcluded content as it originally ap-
peared, and also any more recent ver-
sions of it. (The Xanadu project design 
was based on this latter formulation.)

In the context of PKBs, transclu-
sion means the ability to view the 
same knowledge element (not a copy) 
in multiple contexts. It is so pivotal 
because it is central to how the hu-
man mind processes information. We 
think associatively, and with high fan-
out. I may consider John, for instance, 
as a neighbor, a fellow sports enthusi-
ast, a father of small children, a Demo-
crat, an invitee to a party, and a hom-
eowner who owns certain power tools, 
all at once. Each of these different 
contexts places him in relationship to 
a different set of elements in my mind. 
Without delving into psychological 
research to examine exactly how the 
mind encodes such associations, it 
seems clear that if we are to build a 
comprehensive personal knowledge 
base containing potentially everything 
a person knows, it must have the abil-
ity to transclude knowledge elements.

Bush’s original design of the me-
mex explicitly prescribed the transclu-
sion concept, for instance in his no-
tion of a “skip trail.” “The historian,” 

he writes, “with a vast chronological 
account of a people, parallels it with a 
skip trail that stops only at the salient 
items.” In this way, the full account 
of the subject can be summarized in 
a sort of digest that refers to select 
items from the original, larger trail. 
A modern example of transclusion is 
Mediawiki,d the software used to host, 
among other sites, Wikipedia. Its use 
of template tags permits a source 
page’s current contents to be dynami-
cally included and embedded within 
another page.

Adding transclusion to the tree 
model effectively turns it into a direct-
ed acyclic graph (DAG), in which an 
item can have multiple parents. This 
is what Trigg and Halasz achieved with 
their extensions to the tree model.23,37

A similar mechanism can be ap-
plied to graph models, as with Tinder-
box’s “alias” feature. In Tinderbox, 
information is broken up into “notes,” 
which can appear on the screen as spa-
tially laid out rectangles with links be-
tween them. By creating an “alias” for 
a note, one can summon its appear-
ance on a different graph layout than 
the note originally appeared. Compen-
dium also allows its nodes to be pres-
ent on multiple views, and the Pop-
corn data model13 was based entirely 
on transclusion. This seems closer 
to how the mind operates: we associ-
ate ideas with contexts, but we do not 
embed ideas irreversibly into the first 
context we happened to place them in. 
Tightly binding an element to its origi-
nal context, therefore, seems like the 
wrong approach.

Architecture
The idea of a PKB gives rise to some im-
portant architectural considerations. 
While not constraining the nature of 
what knowledge can be expressed, the 
architecture nevertheless affects mat-
ters such as availability and workflow.

File based. The vast majority of so-
lutions mentioned in this article use a 
simple storage mechanism based on 
flat files in a file system. This is true of 
virtually all the mind-mapping tools, 
concept-mapping tools, and note-
taking tools, and even a number of hy-
pertext tools (for example, NoteCards, 
Tinderbox). Typically, the main “unit” 

d	 http://www.mediawiki.org

of a user’s knowledge design—wheth-
er that be a mind map, a concept map, 
an outline, or a “notebook”—is stored 
in its own file somewhere in the file 
system. The application can find and 
load such files via the familiar “File | 
Open…” paradigm, at which point it 
typically maintains the entire knowl-
edge structure in memory.

This approach takes advantage of 
the average user’s familiarity with file 
“open” and “save” operations, but 
does have ramifications on its utility 
as a PKB. Users must choose one of 
two basic strategies: either store all of 
their knowledge in a single file; or else 
break up their knowledge and store it 
across a number of different files, pre-
sumably according to subject matter 
and/or time period. The first choice 
can result in insurmountable scalabil-
ity problems if the system is heavily 
used, while the second may force an 
unnatural partitioning of topics and 
an inability to link disparate items to-
gether.

Database based. Architectures in-
volving a database to store user knowl-
edge address these concerns. Knowl-
edge elements reside in a global space, 
which allows any idea to relate to any 
other: now a user can relate a book he 
read on productivity not only to other 
books on productivity, but also to 
“that hotel in Orlando that our family 
stayed in last spring,” because that is 
where he remembers having read the 
book. Though such a relationship may 
seem “out of bounds” in traditional 
knowledge organization, it is exactly 
the kind of retrieval path that humans 
often employ in retrieving memories.3

Agenda25 and gIBIS12 were two early 
tools that incorporated a relational da-
tabase backend in their architecture. 
More generally, the issues surround-
ing storage of graph-based data in re-
lational databases6,18 or in special-pur-
pose databases30 have received much 
attention, giving PKB designers ample 
guidance for how to architect their 
persistence mechanism.

Client server. Decoupling the actu-
al knowledge store from the PKB user 
interface can achieve architectural 
flexibility. As with all client-server ar-
chitectures, the benefits include load 
distribution, platform interoperabil-
ity, data sharing, and ubiquitous avail-
ability. Increased complexity and la-

http://www.mediawiki.org
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tency are among the liabilities, which 
can indeed be considerable factors in 
PKB design. Examples of client-serv-
er PKBs include MyBase Networking 
Edition (http://wjjsoft.com), and Hay-
stack’s three-tiered architecture.1

A variation of the client-server ap-
proach is of course Web-based sys-
tems, in which the client system 
consists of nothing but a (possibly 
enhanced) browser. This gives the 
same ubiquitous availability that cli-
ent-server approaches do, while mini-
mizing (or eliminating) the setup and 
installation required on each client 
machine.

Handheld devices. Lastly, we men-
tion mobile devices as a possible 
PKB architecture. Storing all of one’s 
personal knowledge on a handheld 
computer would solve the availabil-
ity problem, of course, and even more 
completely than would a client-server 
or Web-based architecture. The safety 
of the information is an issue, since if 
the handheld device were to be lost or 
destroyed, the user could face irrevo-
cable data loss; this is easily remedied, 
however, by periodically synchroniz-
ing the handheld device’s contents 
with a host computer. More problem-
atic is simply the limitations of the 
hardware. Screen real estate, process-
ing power, and storage capacity are of 
course much more limited, and this 
hampers their overall effectiveness.

The PKB of the Future
Personal knowledge management is 
a real and pressing problem, as the 
sheer number of products included in 
this article attests. Yet it does not ap-
pear that Vannevar Bush’s dream has 
yet been fully realized on a wide scale. 
Nearly every system mentioned here 
has its circle of loyal adherents (“I find 
Tinderbox indispensable for my work 
and every update makes it that much 
more mind-blowing.”e “The Greatest 
Invention in Human History? I vote 
for Microsoft OneNote.”f) But certainly 
when compared with word processors, 
spreadsheets, or Web browsers, PKB 
usage lags far behind.

What would it take for a true PKB 
solution to appeal to a wide audience 

e	 http://www.eastgate.com/Tinderbox/news.html
f	 http://www.c3associates.com/2007/04/the-

greatest-invention-in-human-history/

and generate the kinds of benefits 
Bush envisioned? Synthesizing les-
sons from the analysis here, the fol-
lowing recommendations for future 
research seem apparent:

˲˲ A PKB data model should support 
transclusion in some form. Allowing 
elements to appear in multiple con-
texts is simply the only way to faith-
fully capture human knowledge.

˲˲ Graph, tree, category, and spatial 
paradigms should probably be com-
bined, so as to leverage the advantages 
of each. Human beings think in each 
of these ways, and the claustrophobic 
effect of some knowledge tools stems 
from trying to force its users to think in 
only one of them. An ideal PKB should 
allow users to express their knowl-
edge as an arbitrary graph (semantic 
network), while also building con-
tainment hierarchies and specifying 
categories as desired to express those 
naturally occurring relationships.

˲˲ The most suitable architecture is 
probably a knowledge server with a 
database backend that supports both 
desktop and handheld clients. This is 
because people form knowledge, and 
need to retrieve it, in many different 
settings. Locating a user’s knowledge 
base on, say, a single desktop com-
puter would mean their knowledge is 
available to them only in one particu-
lar setting: say at work, or at home, 
and only while at their desk. This lim-
its the efficacy of the PKB by compart-
mentalizing it.

˲˲ Users must be able to associate any 
two knowledge elements anywhere in 
their PKB. This calls for either a single 
unified database, or else some kind of 
metastructure overlaid on individual 
files that allows their inner contents 
to be referred to. The latter approach 
is taken by the iDM model14 that rep-
resents a user’s entire personal datas-
pace.19 iDM maps structural informa-
tion both inside and outside files into 
a single graph, which can be coherent-
ly queried, eliminating the problem of 
artificial partitioning between dispa-
rate files.

˲˲ PKB interfaces should make it 
easy to assimilate “snippets” from the 
objective information sources a user 
encounters. As the research of Ander-
son and others has shown, our knowl-
edge consists largely of bits and pieces 
of information that we have gathered 

The idea of a 
PKB gives rise to 
some important 
architectural 
considerations. 
While not 
constraining the 
nature of what 
knowledge can 
be expressed, 
the architecture 
nevertheless affects 
matters such as 
availability and 
workflow.
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from diverse sources, synthesized into 
a mental framework that allows us to 
make sense of it. As the user is materi-
alizing their framework explicitly in a 
PKB tool, it should be easy to grab the 
short excerpts that they find relevant 
and import them into the knowledge 
base in a painless way. This is equiva-
lent to the simpler form of transclu-
sion, as defined previously.

˲˲ Standardization between PKB ven-
dors needs to take place so that a user’s 
knowledge is not inextricably bound 
to a particular tool. A PKB should con-
form to these standards through some 
kind of import/export facility.

˲˲ Finally, researchers should take a 
good look at the tools that have been 
adopted on a wide scale—blogs or 
wikis, for instance. Though heavily 
based on free text rather than richly 
interconnected knowledge elements, 
one of their functions can be seen as 
makeshift knowledge management. 
Perhaps the best route to a success-
ful PKB would be to take advantage of 
the broad adoption of such tools and 
enhance them with the capability of 
expressing knowledge in a more struc-
tured form.

To pull all these ideas together, 
imagine a distributed system that se-
curely stores your personal knowledge 
and is available to you anywhere, any-
time: from any computer, or from a 
handheld device that you always carry 
with you. Furthermore, the knowl-
edge it contains is in a flexible form 
that can readily accommodate your 
very thoughts. It contains all the con-
cepts you have perceived in the past 
and want to recall—historical events, 
business plans, phone numbers, sci-
entific formulas—and does not en-
courage you to isolate them from one 
another, or to prematurely commit to 
a structure that you might find restric-
tive later. The concepts can be linked 
together as in a graph, clustered visu-
ally on canvases, classified in multiple 
categories, and/or arranged hierar-
chically, all for different purposes. As 
further information is encountered—
from reading documents, brainstorm-
ing project plans, or just experiencing 
life—it is easy to assimilate into the 
tool, either by capturing snippets of 
text and relating it to what is already 
known, or by creating new concepts 
and combining them with the easily 
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retrievable old. External documents 
can be linked into the knowledge 
structure in key places, so that they 
can be classified and easily retrieved. 
It is effortless to augment the content 
with annotations, and to rearrange it 
to reflect new understandings. And 
this gold mine of knowledge is always 
exportable in a form that is compatible 
with other, similar systems that have 
different features and price points.

Such a tool would surely be a boon 
to anyone who finds their own mind to 
be insufficient for retaining and lever-
aging the knowledge they acquire. As 
Vannevar Bush stirringly wrote: “Pre-
sumably man’s spirit should be ele-
vated if he can better review his shady 
past and analyze more completely and 
objectively his present problems.”	

References
1.	 Adar, E., Karger, D. and Stein, L.A. Haystack: Per-user 

information environments. In Proceedings of the 8th 
International Conference on Information Knowledge 
Management, (Kansas City, MO, 1999), 413–422.

2.	 Amer-Yahia, S., Botev, C., Dörre, J., and 
Shanmugasundaram, J. XQuery full-text extensions 
explained. IBM Systems Journal 45 (2006), 335–351.

3.	 Anderson, J.R. Cognitive Psychology and Its 
Implications, 3rd Ed. W.H. Freeman, NY, 1990.

4.	 Bernstein, M., Collages, Composites, Construction. In 
Proceedings of the 14th ACM Conference on Hypertext 
and Hypermedia, (Nottingham, U.K., 2003).

5.	 Bhagwat, D., Chiticariu, L., Tan, W.C. and Vijayvargiya, 
G. An annotation management system for relational 
databases. The Intern. J. Very Large Data Bases 14 
(2005), 373–396.

6.	 Broekstra, J., Kampman, A. and Van Harmelen, 
F. Sesame: A generic architecture for storing and 
querying rdf and rdf schema. Lecture Notes in 
Computer Science, (2002), 54–68.

7.	 Buneman, P., Fernandez, M., and Suciu, D. UnQL: A 
query language and algebra for semistructured data 
based on structural recursion. The VLDB Journal 9 
(2000), 76–110.

8.	 Buneman, P., Chapman, A., and Cheney, J. Provenance 
management in curated databases. In Proceedings of 
the 2006 ACM SIGMOD International Conference on 
Management of Data. ACM, NY, 539–550.

9.	 Bush, V. As we may think. The Atlantic Monthly 176, 1 
(July 1945), 101–108.

10.	 Canas, A.J., Hill, G., Carff, R., Suri, N., Lott, J., 
Gomez, G., Eskridge, T.C., Arroyo, M. and Carvajal, 
R. CmapTools: A knowledge modeling and sharing 
environment. In Proceedings of the 1st International 
Conference on Concept Mapping, (Pamplona, Spain, 
2005), 125–133.

11.	 Conklin, J. Hypertext: An introduction and survey. 
Computer 20, 9 (Sept. 1987), 17–41.

12.	 Conklin, J. and Begeman, M.L. gIBIS: A hypertext 
tool for exploratory policy discussion. In Proceedings 
of the 1988 ACM Conference on Computer-supported 
Cooperative Work, (Portland, OR), 140–152.

13.	 Davies, S., Allen, S., Raphaelson, J., Meng, E. 
Engleman, J., King, R., and Lewis, C. Popcorn: The 
Personal Knowledge Base. In Proceedings of the 6th 
ACM Conference on Designing Interactive Systems 
(2006), 150–159.

14.	 Dittrich, J.P. and Salles, M.A.V. iDM: A unified 
and versatile data model for personal dataspace 
management. In Proceedings of the 32nd 
International Conference on Very Large Data Bases 
(2006), 367–378.

15.	 Engelbart, D.C. A conceptual framework for the 
augmentation of man’s intellect. P.W. Howerton, 
ed. Vistas in Information Handling. Spartan Books, 
Washington, D.C., 1963, 1–29.

16.	 Fernandez, M., Florescu, D., Levy, A. and Suciu, D. A 
query language for a web-site management system. 

http://www.emc.com/collateral/analyst-reports/diverse-exploding-digital-universe.pdf
mailto:stephen@umw.edu
http://www.emc.com/collateral/analyst-reports/diverse-exploding-digital-universe.pdf
http://www.emc.com/collateral/analyst-reports/diverse-exploding-digital-universe.pdf


research highlights 

february 2011  |   vol.  54  |   no.  2  |   communications of the acm     89

p. 100

DRAM Errors in the Wild:  
A Large-Scale Field Study
By Bianca Schroeder, Eduardo Pinheiro, and Wolf-Dietrich Weber 

p. 99

Technical 
Perspective  
DRAM Errors  
in the Wild
By Norman P. Jouppi 

p. 91

The Sequence Memoizer
By Frank Wood, Jan Gasthaus, Cédric Archambeau, Lancelot James,  
and Yee Whye Teh

p. 90

Technical 
Perspective  
Markov Meets Bayes 
By Fernando Pereira 



90    communications of the acm    |   february 2011  |   vol.  54  |   no.  2

Probabilistic sequence models have be-
come so pervasive in science and en-
gineering that we often act as if the 
sequence modeling problem is basi-
cally solved. On the Internet, such 
models power the large-scale systems 
for statistical machine translation, 
such as Google Translate, that receive 
millions of queries each day. These 
systems use a probabilistic sequence 
model—a language model—to select 
among candidate translations in the 
target language. For example, con-
sider translating the English phrases 
“to show interest” and “to charge in-
terest” into Portuguese. In the first 
phrase, the word “interest” should be 
translated as “interesse” (curiosity) 
while in the second it should be trans-
lated as “juro” (return on lending). 
In each case, a Portuguese language 
model would assign higher probabil-
ity to the correct translation based 
on the context established by the pre-
ceding verb. Today, such language 
models are derived from the statistics 
of large corpora with as many as 1010 
sentences of text. Moreover, in practi-
cal systems for machine translation or 
speech recognition, they may assign 
probabilities to sequences that con-
tain as many as 106 distinct words.

The history of probabilistic se-
quence models, too long and complex 
to review here, dates back to Markov 
at the turn of the last century. To a 
first approximation, today’s practice 
is to memorize a subset of cw pat-
terns occurring in the training data, 
where w is a token (for example, Uni-
code point, DNA base, word) and c is 
a context of preceding tokens. The 
statistics of these patterns are then 
used to estimate the probability of 
a token appearing after a given se-
quence of tokens. For modelers, the 
critical modeling questions are how 
to select which patterns to store, and 
from these patterns, how to estimate 
the probability that a token w follows 
a context c when w has never or rarely 
been seen in that context. Though in-
formed by decades of research, cur-

rent practices are still something of 
a black art. They often reflect the par-
ticular data structures and algorithms 
used to create sequence models and, 
for large-scale systems, the need for 
distribution implementations. We 
practitioners seem for the most part 
resigned to these complications, al-
though naturally we wonder if there 
are more elegant ways to manage the 
balance between memorizing old pat-
terns and generalizing to new ones.

The Sequence Memoizer (SM) de-
tailed in the following paper address-
es this balance in a novel way by ex-
tending several previous ideas: suffix 
trees for storing prediction contexts 
of unbounded length;2 factorable 
priors for integrating contexts of dif-
ferent lengths into a final probability 
estimate;5 and nonparametric Bayes-
ian methods for incorporating the 
uncertainty over which contexts best 
predict the next token.4 The authors 
had the critical insight to combine 
a particular form of hierarchical Pit-
man-Yor process with standard tech-
niques for linear-time, context-tree 
creation. This combination yields the 
first linear-time, unbounded-context 
sequence model based on principled 
Bayesian techniques. 

How well does it work? On stan-
dard test collections using standard 
metrics, the SM matches or outper-
forms all previous methods that store 
the same context statistics. Why does 
it work so well? One likely reason is 
that the hierarchical Pitman-Yor pro-
cess is better at modeling the power 
law statistics of natural sequence 
data: in many types of sequences, pat-
terns that are individually rare still ac-
count for a substantial fraction of all 
observed patterns. By modeling these 
statistics, the SM is better able to inte-
grate the predictions from contexts of 
different lengths.

The SM is an important advance in 
probabilistic sequence modeling that 
finally makes nonparametric Bayes-
ian methods practical for large data 
sets. Is sequence modeling therefore 

solved? Hardly. First , there remains a 
bit of black art in the SM, whose prob-
ability estimates cannot be computed 
in closed form but must instead be 
approximated with stochastic (Monte 
Carlo) methods for inference. Not 
only do these methods require some 
empirical tuning, but they also create 
a trade-off between predictive power 
and computational complexity. We 
lack any theoretical understanding of 
this trade-off in SMs when stochastic 
inference is taken into account. Fi-
nally, for many applications, long con-
tiguous patterns of tokens seem a very 
inefficient representation of context. 
For instance, natural language text of-
ten has a hierarchical structure, where 
relatively distant words (say, the main 
verb and the head noun of the direct 
object) may be strongly correlated 
while the words in between are less 
correlated to either;1 similarly, DNA 
sequences can exhibit strong correla-
tions between bases in two consecu-
tive exons but much weaker correla-
tions with the bases in the intervening 
intron. Furthermore, in certain con-
texts it seems a reasonable approxi-
mation to interchange sets of tokens 
or token sequences that belong to par-
ticular syntactic or semantic classes.3  
An interesting question is whether 
more refined nonparametric Bayesian 
models can capture these statistical 
properties.	

References
1.	 Chelba, C. A structured language model. In 

Proceedings of the 35th Annual Meeting of the ACL 
(Morristown, NJ, 1997), Assoc. Computational 
Linguistics, 498–500.

2.	 Cleary, J.G., and Teahan, W.J. Unbounded length 
contexts for PPM. The Computer J. 40 (1997), 67–75.

3.	 Lin, D. An information-theoretic definition of similarity. 
In Proceedings of the 15th International Conference 
on Machine Learning (1998), 296–304; http:dblp.uni-
trier.de/.

4.	 Mochihashi, D., and Sumita, E. The infinite Markov 
model. Advances in Neural Information Processing 
Systems 20 (2008), 1017–1024.

5.	 Willems, F., Shtarkov, Y., and Tjalkens, T. The context-
tree weighting method: Basic properties. IEEE Trans. 
Info. Theory 41, 3 (May 1995), 653–664.

Fernando Pereira is research director at Google, Menlo 
Park, CA.

© 2011 ACM 0001-0782/11/0200 $10.00  

Technical Perspective
Markov Meets Bayes 
By Fernando Pereira

research highlights 

doi:10.1145/1897816.1897841

http://dblp.uni-trier.de/
http://dblp.uni-trier.de/


doi:10.1145/1897816.1897842

The Sequence Memoizer
By Frank Wood, Jan Gasthaus, Cédric Archambeau, Lancelot James, and Yee Whye Teh

Abstract
Probabilistic models of sequences play a central role in 
most machine translation, automated speech recognition, 
lossless compression, spell-checking, and gene identifica-
tion applications to name but a few. Unfortunately, real-
world sequence data often exhibit long range dependencies 
which can only be captured by computationally challeng-
ing, complex models. Sequence data arising from natural 
processes also often exhibits power-law properties, yet com-
mon sequence models do not capture such properties. The 
sequence memoizer is a new hierarchical Bayesian model 
for discrete sequence data that captures long range depen-
dencies and power-law characteristics, while remaining 
computationally attractive. Its utility as a language model 
and general purpose lossless compressor is demonstrated.

1. INTRODUCTION
It is an age-old quest to predict what comes next in 
sequences. Fortunes have been made and lost on the suc-
cess and failure of such predictions. Heads or tails? Will 
the stock market go up by 5% tomorrow? Is the next card 
drawn from the deck going to be an ace? Does a particular 
sequence of nucleotides appear more often then usual in a 
DNA sequence? In a sentence, is the word that follows the 
United going to be States, Arab, Parcel, Kingdom, or some-
thing else? Using a probabilistic model of sequences fit to a 
particular set of data is usually an effective way of answering 
these kinds of questions.

Consider the general task of sequence prediction. For 
some sequences, the true probability distribution of the 
next symbol does not depend on the previous symbols in 
the sequence. For instance, consider flipping a coin that 
comes up heads with probability p or tails with probability 
1 − p every time it is flipped. Subsequent flips of such a coin 
are completely independent and have the same distribution 
(in statistics, such coin flips are called independent and iden-
tically distributed [iid]). In particular, heads will occur with 
probability p irrespective of whether previous flips have 
come up heads or tails. Assuming we observe a sequence of 
such coin flips, all we need to do is to estimate p in order to 
fully characterize the process that generated the data.

For more interesting processes, the distribution of the 
next symbol often depends in some complex way on previous 
outcomes. One example of such a process is natural language 
(sequences of words). In English, the distribution of words 
that follow the single-word context United is quite different 
from the distribution of words that follow Cricket and rugby 
are amongst the most popular sports in the United. In the first 
case, the distribution is relatively broad (though not nearly as 
broad as the distribution given no context at all), giving signifi-
cant probability to words such as States, Kingdom, Airlines, 
and so forth, whereas in the second case, the distribution is 

almost certainly highly peaked around Kingdom. Information 
from distant context (Cricket and rugby) impacts the distri-
bution of the next word profoundly. Production of natural 
language is but one example of such a process; the real world 
is replete with other examples.

Employing models that capture long range contextual 
dependencies will often improve one’s ability to predict 
what comes next, as illustrated in the example above. Of 
course, modeling the distribution of the next symbol emit-
ted by a process will only be improved by consideration of 
longer contexts if the generating mechanism actually does 
exhibit long range dependencies. Unfortunately, building 
models that capture the information contained in longer 
contexts can be difficult, both statistically and computation-
ally. The sequence memoizer (SM) captures such long range 
dependencies in a way that is both statistically effective and 
scales well computationally.

While the SM and related models are useful for predict-
ing the continuation of sequences, prediction is not the 
only application for these models. Automated speech rec-
ognition and machine translation require assessing the 
typicality of sequences of words (i.e., Is this sentence a prob-
able English sentence?). Speaker or writer identification 
tasks require being able to distinguish typicality of phrases 
under word sequence models of different writers’ styles. 
Classifying a sequence of machine instructions as malicious 
or not requires establishing the typicality of the sequence 
under each class. Models of sequences can be used for pre-
dicting the continuation of sequences, clustering or classify-
ing sequences, detecting change points in sequences, filling 
in gaps, compressing data, and more.

In this article we describe the SM in terms of general 
sequences over a discrete alphabet of symbols, though often 
we will refer to sequences of words when giving intuitive 
explanations.

2. PREDICTING SEQUENCES
To start, let S be the set of symbols that can occur in some 
sequence. This set can consist of dictionary entries, ASCII 
values, or {A, C, G, T} in case of DNA sequences. Suppose 
that we are given a sequencea x = x1, x2, …, xT of symbols 

The work reported in this paper originally appeared 
in “A Hierarchical Bayesian Language Model based on 
Pitman–Yor Processes,” published in the Proceedings 
of International Conference on Computational Linguistics 
and the Association for Computational Linguistics, 2006; 
“A Stochastic Memoizer for Sequence Data,” published in 
the Proceedings of the International Conference on Machine 
Learning, 2009 and “Lossless compression based on the 
Sequence Memoizer” published in the Proceedings of the 
IEEE Data Compression Conference, 2010.
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case, the data consists of the observed sequence, and the 
parameters are the conditional distributions Gu for some 
set of u’s.

In a sense, ML is an optimistic procedure, in that it 
assumes that x is an accurate reflection of the true under-
lying process that generated it, so that the ML parame-
ters will be an accurate estimate of the true parameters. 
It is this very optimism that is its Achilles heel, since 
it becomes overly confident about its estimates. This 
situation is often referred to as overfitting. To elaborate 
on this point, consider the situation in which we have 
long contexts. The denominator of (1) counts the number 
of times that the context u occurs in x. Since x is of finite 
length, when u is reasonably long, the chance that u never 
occurs at all in x can be quite high, so (1) becomes unde-
fined with a zero denominator. More pernicious still is if 
we are “lucky” and u did occur once or a few times in x. In 
this case (1) will assign high probability to the few symbols 
that just by chance did follow u in x, and zero probability 
to other symbols. Does it mean that these are the only sym-
bols we expect to see in the future following u, or does it 
mean that the amount of data we have in x is insufficient to 
characterize the conditional distribution Gu? Given a com-
plex process with many parameters the latter is often the 
case, leading to ML estimates that sharpen far too much 
around the exact observations and don’t reflect our true 
uncertainty.

Obviously, if one uses models that consider only short 
context lengths, this problem can largely be avoided if one 
has enough data to estimate some (relatively) smaller num-
ber of conditional distributions. This is precisely what is typ-
ically done: one makes a fixed-order Markov assumption and 
restricts oneself to estimating collections of distributions 
conditioned on short contexts (for instance, an nth-order 
Markov model, or an m-gram language model). The con-
sequence of doing this is that ML estimation becomes 
feasible, but longer-range dependencies are discarded. By 
assumption and design, they cannot be accounted for by 
such restrictive models.

Even having imposed such a restriction, overfitting often 
remains an issue. This has led to the development of creative 
approaches to its avoidance. The language modeling and 
text compression communities have generally called these 
smoothing or back-off methodologies (see Chen and Goodman3 
and references therein). In the following, we will propose a 
Bayesian approach that retains uncertainty in parameter esti-
mation and thus avoids overconfident estimates.

4. BAYESIAN MODELING
As opposed to ML, the Bayesian approach is inherently 
conservative. Rather than trusting the data fully, Bayesian 
parameter estimation incorporates both evidence from the 
data as well as from prior knowledge of the underlying pro-
cess. Furthermore, uncertainty in estimation is taken into 
account by treating the parameters Q as random, endowed 
with a prior distribution P(Q) reflecting the prior knowledge 
we have about the true data generating process. The prior 
distribution is then combined with the likelihood P(x|Q) to 
yield, via Bayes’ Theorem (the namesake of the approach), 

from S and would like to estimate the probability that the 
next symbol takes on a particular value.

One way to estimate the probability that the next sym-
bol takes some value s Î S is to use the relative frequency 
of its occurrence in x, i.e., if s occurs frequently in x we 
expect its probability of appearing next to be high as well. 
Assuming that x is long enough, doing this will be bet-
ter than giving equal probability to all symbols in S. Let us 
denote by N(s) the number of occurrences of s in x. Our esti-
mate of the probability of s being the next symbol is then 

. The function G is a discrete 
distribution over the elements of S: it assigns a non-negative 
number G(s) to each symbol s signifying the probability of 
observing s, with the numbers summing to one over S.

Of course, this approach is only reasonable if the process 
generating x has no history dependence (e.g., if x is pro-
duced by a sequence of tosses of a biased coin). It is highly 
unsatisfying if there are contextual dependencies which 
we can exploit. If we start accounting for context, we can 
quickly improve the quality of the predictions we make. For 
instance, why not take into account the preceding symbol? 
Let u be another symbol. If the last symbol in x is u, then we 
can estimate the probability of the next symbol being s by 
counting the number of times s occurs after u in x. As before, 
we can be more precise and define

to be the estimated probability of s occurring after u, where 
N(us) is the number of occurrences of the subsequence us in x. 
The function Gu is again a discrete distribution over the sym-
bols in S, but it is now a conditional distribution as the prob-
ability assigned to each symbol s depends on the context u.

In the hope of improving our predictions, it is natural to 
extend this counting procedure to contexts of length greater 
than one. The extension of this procedure to longer con-
texts is notationally straightforward, requiring us only to 
reinterpret u as a sequence of length n ³ 1 (in fact, for the 
remainder of this article boldface type variables will indicate 
sequences, and we will use S* to denote the set of all finite 
sequences). Unfortunately, using this exact procedure for 
estimation with long contexts leads to difficulties, which we 
will consider next.

3. MAXIMUM LIKELIHOOD
Some readers may realize that the counting procedure 
described above corresponds to a ubiquitous statisti-
cal estimation technique called maximum likelihood 
(ML) estimation. The general ML estimation setup is 
as follows: we observe some data x which is assumed to 
have been generated by some underlying stochastic pro-
cess and wish to estimate parameters Q for a probabilis-
tic model of this process. A probabilistic model defines 
a distribution P(x|Q) over x parameterized by Q, and the 
ML estimator is the value of Q maximizing P(x|Q). In our 

a It is straightforward to consider multiple sequences in our setting, we 
consider being given only one sequence in this paper for simplicity.



february  2011  |   vol.  54  |   no.  2  |   communications of the acm     93

 

not be good at all. In particular, if a rare symbol did not occur 
in our sequence (which is likely), our estimate of its probabil-
ity will be zero, while the probability of a rare symbol that did 
occur just by chance in our sequence will be overestimated. 
Since most symbols in S will occur quite rarely under a power-
law, our estimates of G(s) will often be inaccurate.

To encode our prior knowledge about power-law scaling, we 
use a prior distribution called the Pitman–Yor process (PYP),15 
which is a distribution over the discrete probability distribu-
tion . It has three parameters: a base distribution 

, which is the mean of the PYP and reflects our 
prior belief about the frequencies of each symbol, a discount 
parameter a between 0 and 1 which governs the exponent of 
the power-law, and a concentration parameter c which governs 
the variability around the mean G0. When a = 0, the PYP loses 
its power-law properties and reduces to the more well-known 
Dirichlet process. In this paper, we assume c = 0 instead for 
simplicity; see Gasthaus and Teh6 for the more general case 
when c is allowed to be positive. When we write G  PY (a, G0) 
it means that G has a prior given by a PYP with the given para
meters. Figure 1 illustrates the power-law scaling produced by 
PY processes.

To convey more intuition about the PYP we can consider 
how using it affects our estimate of symbol frequencies. 
Note that in our Bayesian framework G is random, and one 
of the standard steps in a procedure called inference is to 
estimate a posterior distribution P(G|x) from data. The prob-
ability that symbol s Î S occurs next is then:

where E in this case stands for expectation with respect 
to the posterior distribution P(G|x). This integral is a stan-
dard Bayesian computation that sometimes has an analytic 
solution but often does not. When it does not, like in this 
situation, it is often necessary to turn to numerical inte-
gration approaches, including sampling and Monte Carlo 
integration.16

In the case of the PYP, E[G(s)] can be computed as described 
at a high level in the following way. In addition to the counts 

, assume there is another set of random “counts” 
 satisfying 1 £ M(s¢) £ N(s¢) if N(s¢) > 0 and M(s¢) = 0 

otherwise. The probability of symbol s Î S occurring next is 
then given by:

Given this, it is natural to ask what purpose these M(s)’s 
serve. By studying Equation 3, it can be seen that each M(s) 
reduces the count N(s) by aM(s) and that the total amount 
subtracted is then redistributed across all symbols in S 
proportionally according to the symbols’ probability under 
the base distribution G0. Thus non-zero counts are usually 
reduced, with larger counts typically reduced by a larger 
amount. Doing this mitigates the overestimation of prob-
abilities of rare symbols that happen to appear by chance. 
On the other hand, for symbols that did not appear at all, 
the estimates of their probabilities are pulled upward 

the posterior distribution P(Q|x) = P(Q)P(x|Q)/P(x), which 
specifies the belief about the parameter Q after combin-
ing both sources of information. Computations such as 
prediction are then done taking into account the a posteriori 
uncertainty about the underlying parameters.

What kinds of prior knowledge about natural sequence data 
might we wish to employ? We make use of two: that natural 
sequence data often exhibits power-law properties, and that 
conditional distributions of similar contexts tend to be similar 
themselves, particularly in the sense that recency matters. We 
will consider each of these in turn in the rest of this section.

4.1. Power-law scaling
As with many other natural phenomena like social networks 
and earthquakes, occurrences of words in a language fol-
low a power-law scaling.23 This means that there are a small 
number of words that occur disproportionately frequently 
(e.g., the, to, of), and a very large number of rare words that, 
although each occurs rarely, when taken together make up a 
large proportion of the language. The power-law scaling in 
written English is illustrated in Figure 1. In this subsection 
we will describe how to incorporate prior knowledge about 
power-law scaling in the true generative process into our 
Bayesian approach. To keep the exposition simple, we will 
start by ignoring contextual dependencies and instead focus 
only on one way of estimating probability distributions that 
exhibit power-law scaling.

To see why it is important to incorporate knowledge 
about power-law scaling, consider again the ML estimate 
given by the relative frequency of symbol occurrences 

. For the frequently occurring symbols, 
their corresponding probabilities will be well estimated since 
they are based on many observations of the symbols. On the 
other hand, our estimates of the rare symbol probabilities will 
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Figure 1. Illustration of the power-law scaling of word frequencies 
in English text. The relative word frequency (estimated from a large 
corpus of written text) is plotted against each word’s rank when 
ordered according to frequency. One can see that there are a few 
very common words and a large number of relatively rare words; 
in fact, the 200 most common words account for over 50% of the 
observed text. The rank/frequency relationship is very close to a 
pure power law relationship which would be a perfectly straight 
line on this log–log plot. Also plotted are samples drawn from a PYP 
(in blue) and a Dirichlet distribution (in red) fitted to the data. The 
Pitman–Yor captures the power-law statistics of the English text 
much better than the Dirichlet.



94    communications of the acm   |   february  2011  |   vol.  54  |   no.  2

research highlights 

 

from zero, mitigating underestimation of their probability. 
We describe this effect as “stealing from the rich and giv-
ing to the poor.” This is precisely how the PYP manifests a 
power-law characteristic. If one thinks of the M(s)’s and a as 
parameters then one could imagine ways to set them to best 
describe the data. Intuitively this is not at all far from what is 
done, except that the M(s)’s and a are themselves treated in a 
Bayesian way, i.e., we average over them under the posterior 
distribution in Equation 3.

4.2. Context trees
We now return to making use of the contextual dependen-
cies in x and to estimating all of the conditional distribu-
tions Gu relevant to predicting symbols following a general 
context u. The assumption we make is that if two contexts 
are similar, then the corresponding conditional distribu-
tions over the symbols that follow those contexts will tend 
to be similar as well. A simple and natural way of defining 
similarity between contexts is that of overlapping contex-
tual suffixes. This is easy to see in a concrete example from 
language modeling. Consider the distribution over words 
that would follow u = in the United States of. The assump-
tion we make is that this distribution will be similar to 
the distribution following the shorter context, the United 
States of, which we in turn expect to be similar to the distri-
bution following United States of. These contexts all share 
the same length three suffix.

In this section and the following one, we will discuss 
how this assumption can be codified using a hierarchical 
Bayesian model.8, 11 To start, we will only consider fixed, 
finite length contexts. When we do this we say that we are 
making an nth order Markov assumption. This means that 
each symbol only depends on the last n observed symbols. 
Note that this assumption dictates that distributions are 
not only similar but equal among contexts whose suffixes 
overlap in their last n symbols. This equality constraint is 
a strong assumption that we will relax in Section 5.

We can visualize the similarity assumption we make by con-
structing a context tree: Arrange the contexts u (and the associ-
ated distributions Gu) in a tree where the parent of a node u, 
denoted s(u), is given by its longest proper suffix (i.e.,  u with its 
first symbol from the left removed). Figure 2 gives an example 
of a context tree with n = 3 and S  = {0,1}. Since for now we 

are making an nth order Markov assumption, it is sufficient 
to consider only the contexts u Î Su

* = {u′ Î S*: |u′| ≤ n} of 
length at most n. The resulting context tree has height n and 
the total number of nodes in the tree grows exponentially in n. 
The memory complexity of models built on such context trees 
usually grows too large and too quickly for reasonable values 
of n and |S|. This makes it nearly impossible to estimate all of 
the distributions Gu in the naïve way described in Section 2. 
This estimation problem led us to hierarchical Bayesian mod-
eling using Pitman–Yor processes.

4.3. Hierarchical Pitman–Yor processes
Having defined a context tree and shown that the Pitman–
Yor prior over distributions exhibits power-law characteris-
tics, it remains to integrate the two.

Recall that G   PY (a, G0) means that G is a random distri-
bution with a PYP prior parameterized by a discount param-
eter a and a base distribution G0. The expected value of G 
under repeated draws from the PYP is the base distribution G0. 
Because of this fact we can use this process to encode any 
assumption that states that on average G should be similar 
to G0. To be clear, this is just a prior assumption. As always, 
observing data may lead to a change in our belief. We can 
use this mechanism to formalize the context tree notion of 
similarity. In particular, to encode the belief that Gu should 
be similar to Gs(u), we can use a PYP prior for Gu with base 
distribution Gs(u). We can apply the same mechanism at each 
node of the context tree, leading to the following model 
specification:

	 Ge   PY (a0, G0)� (4)

	 Gu|Gs(u) 

  PY (a|u|, Gs(u))	 for all u Î Sn
*\e 

xi|xi –n:i–1 = u, Gu   Gu	 for i = 1, . . . , T

The second line says that a priori the conditional distribu-
tion Gu should be similar to Gs(u), its parent in the context 
tree. The variation of Gu around its mean Gs(u) is described 
by a PYP with a context length-dependent discount param-
eter a|u|. At the top of the tree the distribution Ge for the 
empty context e is similar to an overall base distribution 
G0, which specifies our prior belief that each symbol s will 
appear with probability G0(s). The third line describes the 
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Figure 2. (a) Full context tree containing all contexts up to length 3 over symbol set S = {0, 1}. (b) Context tree actually needed for the string 
0110. Observations in the context in which they were observed are denoted in gray below the corresponding context. (c) Compact context tree 
for the same string, with non-branching chains marginalized out.
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nth order Markov model for x: It says that the distribution 
over each symbol xi in x, given that its context consisting of 
the previous n symbols xi-n:i−1 is u, is simply Gu.

The hierarchical Bayesian model in Equation 4 is called 
the hierarchical Pitman-Yor process.18 It formally encodes 
our context tree similarity assumption about the con-
ditional distributions using dependence among them 
induced by the hierarchy, with more similar distribu-
tions being more dependent. It is this dependence which 
allows the model to share information across the different 
contexts, and subsequently improve the estimation of all 
conditional distributions. It is worth noting that there is a 
well-known connection between the hierarchical PYP and 
a type of smoothing for m-gram language models called 
interpolated Kneser–Ney.10, 18

5. SEQUENCE MEMOIZER
The name sequence memoizer (SM) refers to both an extension 
of the hierarchical PYP model presented in the previous sec-
tion, as well as to the set of techniques required to make prac-
tical use of the extended model. We first describe how the SM 
model extends the hierarchical PYP model and then discuss 
how to reduce the complexity of the model to make it compu-
tationally tractable. Finally, we sketch how inference is done 
in the SM.

5.1. The model
The SM model is a notationally subtle but important exten-
sion to the hierarchical PYP model (4) is described in the 
previous section. Instead of limiting the context lengths 
to  n, the model is extended to include the set of distribu-
tions in all contexts of any (finite) length. This means that 
the distribution over each symbol is now conditioned on all 
previous symbols, not just the previous n.

Formally, the SM model is defined exactly as the hierar-
chical PYP model in Equation 4, but with two differences. 
First, the contexts range over all finite nonempty strings, 
u Î S*\e. Second, in the third line of Equation 4, instead of 
conditioning only on the previous n symbols, we condition 
on all previous symbols, so that xi|x1:i−1 = u, Gu  Gu. The 
assumptions embodied in the resulting model remain the 
same as that for the hierarchical PYP model: power-law 
scaling and similarity between related contexts.

The SM model can be interpreted as the limit of a 
hierarchical PYP model as the Markov order n tends to 
infinity. One’s first impression of such a model might be 
that it would be impossible to handle, both statistically 
because of overfitting and other problems, and compu-
tationally because the model as described so far cannot 
even be represented in a computer with finite memory! 
Fortunately the Bayesian approach, where we compute 
the posterior distribution and marginalize over the 
parameters as in Equation 2 to obtain estimators of inter-
est, prevents overfitting. Additionally, the techniques we 
develop in the next subsection make computation in this 
model practical.

5.2. Compacting the context tree
While lifting the finite restriction on context lengths 

seems very desirable from a modeling perspective, the 
resulting SM model is a prior over an infinite number of 
parameters (conditional distributions) . In order 
to compute in this model, the number of conditional 
distributions that is accessed must be reduced to a finite 
number. The key to realizing that this is possible is that 
given a finite length sequence of symbols x, we only need 
access to a finite number of conditional distributions. In 
particular, we only need Gx1:i

 where i = 0, . . . , T and all the 
ancestors of each Gx1:i

 in the context tree. The ancestors 
are needed because each Gu has a prior that depends on 
its parent Gs(u). The resulting set of conditional distribu-
tions that the sequence x actually depends on consists of 
Gu where u ranges over all contiguous substrings of x, a 
finite set of O (T 2) contexts. All other contexts in the tree 
can effectively be ignored. We denote this subtree of the 
context tree that x actually depends on by T  (x); Figure 2b 
shows an example with x = 0110.

Computation with such a quadratically sized context 
tree is possible but inefficient, especially if the sequence 
length is large. A second step reduces the tree down to a lin-
ear number of nodes. The key observation underlying this 
reduction is that many of the contexts that appear in T  (x) 
only appear in non-branching chains, i.e., each node on the 
chain only has one child in T  (x). For example, in Figure 2b, 
the context 11 only occurs as a suffix of the longer context 
011, and is part of the non-branching chain . In 
such a situation, G11 serves no purpose except to relate G011 
with G1. If we can directly express the prior of G011 in terms of 
G1, then we can effectively ignore G11 and marginalize it out 
from the model.

Fortunately, a remarkable property related to an opera-
tion on Pitman–Yor processes called coagulation allows us 
to perform this marginalization exactly.14 Specifically in the 
case of G11|G1

  PY(a2, G1) and G011|G11  PY (a3, G11), the 
property states simply that G011|G1

 PY(a2a3, G1) where G11 
has been marginalized out. In other words, the prior for 
G011 is another PYP whose discount parameter is simply the 
product of the discount parameters along the chain leading 
into it on the tree T  (x), while the base distribution is simply 
the head of the chain G1.

In general, applying the same marginalization proce-
dure to all the non-branching chains of T  (x), we obtain 
a compact context tree T̂  (x) where all internal nodes have 
at least two children (all others have been integrated 
out). This is illustrated in Figure 2c, where each chain is 
replaced by an edge labeled by the sequence of symbols 
on the original edges of the chain (in the example only 

 is replaced by ). One can easily show 
that the number nodes in the compact context tree T̂  (x) is 
at most twice the length of the sequence x (independent 
of |S|).

At this point some readers may notice that the compact 
context tree has a structure reminiscent of a data structure 
for efficient string operations called a suffix tree.9 In fact, the 
structure of the compact context tree is given by the suffix 
tree for the reverse sequence xT, xT−1, …, x1. Similar extensions 
from fixed-length to unbounded-length contexts, followed 
by reductions in the context trees, have also been developed 
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in the compression literature.4, 19

5.3. Inference and prediction
As a consequence of the two marginalization steps described 
in the previous subsection, inference in the full SM model 
with an infinite number of parameters is equivalent to infer-
ence in the compact context tree T̂  (x) with a linear number 
of parameters. Further, the prior over the conditional distri-
butions on T̂  (x) still retains the form of a hierarchical PYP: 
each node still has a PYP prior with its parent as the base 
distribution. This means that inference algorithms devel-
oped for the finite-order hierarchical PYP model can be eas-
ily adapted to the SM. We will briefly describe the inference 
algorithms we employ.

In the SM model we are mainly interested in the predic-
tive distribution of the next symbol being some s Î S given 
some context u, conditioned on an observed sequence x. 
As in Equation 2, this predictive distribution is expressed 
as an expectation E[Gu(s)] over the posterior distribution 
of {Gu¢}u¢ Î T̂  (x). Just as in Equation 3 as well, it is possible 
to express E[Gu(s)] as an expectation over a set of random 
counts {N(u¢s¢), M(u¢s¢)}u¢ Î T̂  (x), s¢ ÎS :

Again, the first term in the numerator can be interpreted as 
a count of the number of times s occurs in the context u, the 
second term is the reduction applied to the count, while the 
third term spreads the total reduction across S according to 
the base distribution Gs(u)(s). Each context u now has its own 
discount parameter au, which is the product of discounts 
on the non-branching chain leading to u on T (x), while the 
parent s  (u) is the head of the chain. Notice that Equation 5 
is defined recursively, with the predictive distribution Gu in 
context u being a function of the same in the parent s  (u) and 
so on up the tree.

The astute reader might notice that the above does not 
quite work if the context u does not occur in the compact 
context tree T̂  (x). Fortunately the properties of the hierarchi-
cal PYP work out in our favor, and the predictive distribution 
is simply the one given by the longest suffix of u that is in 
T  (x). If this is still not in T̂  (x), then a converse of the coagula-
tion property (called fragmentation) allows us to reintroduce 
the node back into the tree.

To evaluate the expectation (5), we use stochastic (Monte 
Carlo) approximations where the expectation is approximated 
using samples from the posterior distribution. The samples 
are obtained using Gibbs sampling16 as in Teh18 and Wood,21 
which repeatedly makes local changes to the counts, and 
using sequential Monte Carlo5 as in Gasthaus et  al.,7 which 
iterates through the sequence x1, x2, …, xT, keeping track of a 
set of samples at each step, and updating the samples as each 
symbol xi is incorporated into the model.

6. DEMONSTRATION
We now consider two target applications: language mod-
eling and data compression. It is demonstrated that the 
SM model is able to achieve better performance than 

most state-of-the-art techniques by capturing long-range 
dependencies.

6.1. Language modeling
Language modeling is the task of fitting probabilistic models 
to sentences (sequences of words), which can then be used 
to judge the plausibility of new sequences being sentences in 
the language. For instance, “God save the Queen” should be 
given a higher score than “Queen the God save” and certainly 
more than “glad slave the spleen” under any model of English. 
Language models are mainly used as building blocks in natural 
language processing applications such as statistical machine 
translation and automatic speech recognition. In the former, 
for example, a translation algorithm might propose multiple 
sequences of English words, at least one of which is hoped to 
correspond to a good translation of a foreign language source. 
Usually only one or a few of these suggested sequences are 
plausible English language constructions. The role of the lan-
guage model is to judge which English construction is best. 
Better language models generally lead to better translators.

Language model performance is reported in terms of 
a standard measure called perplexity. This is defined as 
2l(x)  where  is the average log-loss 
on a sequence x and the average number of bits per word 
required to encode the sequence using an optimal code. 
Another interpretation of perplexity is that it is the average 
number of guesses the model would have to make before it 
guessed each word correctly (if it makes these guesses by draw-
ing samples from its estimate of the conditional distribution). 
For the SM model P(xi|x1:i−1) is computed as in Equation 5. Both 
lower log-loss and lower perplexity are better.

Figure 3 compares the SM model against nth order Markov 

b  Note that an nth order Markov model is an m-gram model where m = n + 1.

0 1 2 3 4 5 6

Context length(n)

0

1.5×107

1.2×107

9×106

6×106

3×106

N
um

be
r 

of
 n

od
es

100

200

300

400

P
er

pl
ex

it
y

M
arkov perplexity

SM perplexity

Markov #nodes

SM #nodes

Figure 3. In blue is the performance of the SM model (dashed line) 
versus nth order Markov models with hierarchical PYP priors (solid 
line) as n varies (test data perplexity, lower is better). In red is the 
computational complexity of the SM model (dashed line) versus the 
Markov models (solid line) in terms of the number of nodes in the 
context tree/trie. For this four million word New York Times corpus, as 
n passes 4, the memory complexity of the Markov models grows larger 
than that of the SM, yet, the SM model yields modeling performance 
that is better than all Markov models regardless of their order. This 
suggests that for n ≥ 4 the SM model is to be preferred: it requires less 
space to store yet results in a comparable if not better model.
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models with hierarchical PYP priors, for various values of 
n, on a four million word New York Times corpusb. Table 1 
compares the hierarchical PYP Markov model and the SM 
model against other state-of-the-art models, on a 14 million 
word Associated Press news article corpus. The AP corpus is a 
benchmark corpus for which the performance of many mod-
els is available. It is important to note that it was processed by 
Bengio et al.2 to remove low frequency words. Note that this 
is to the detriment of the SM, which is explicitly designed to 
improve modeling of low word frequencies due to power-law 
scaling. It is also a relatively small corpus, limiting the bene-
fits of the SM model at capturing longer range dependencies.

Our results show that the SM model is a competitive language 
model. However, perplexity results alone do not tell the whole 
story. As more data is used to estimate a language model, typi-
cally its performance improves. This means that computational 
considerations such as memory and runtime must enter into 
the discussion about what constitutes a good language model. 
In many applications, fast prediction is imperative, in oth-
ers, particularly in online settings, incorporation of new data 
into the model must be fast. In comparison to more complex 
language models, prediction in the SM has real-world time 
complexity that is essentially the same as that of a smoothed 
finite-order Markov model, while its memory complexity is 
linear in the amount of data. The computational complex-
ity of Markov models theoretically does not depend on the 
amount of data but is exponential in the Markov order, ren-
dering straightforward extensions to higher orders impracti-
cal. The SM model directly fixes this problem while remaining 
computationally tractable. Constant space, constant time 
extensions to the SM model1 have been developed, which show 
great promise for language modeling and other applications.

6.2. Compression
Shannon’s celebrated results in information theory17 have 
led to lossless compression technology that, given a coding 
distribution, nearly optimally achieves the theoretical lower 
limit (given by the log-loss) on the number of bits needed to 
encode a sequence. Lossless compression is closely related 
to sequence modeling: an incrementally constructed prob-
abilistic sequence model such as the SM can be used to 
adaptively construct coding distributions which can then be 

directly used for compression based on entropy coding.
We demonstrate the theoretical performance of a loss-

less compressor based on the SM model on a number of 
standard compression corpora. Table 2 summarizes a com-
parsion of our lossless compressor against other state-of-
the-art compressors on the Calgary corpus, a well-known 
compression benchmark consisting of 14 files of different 
types and varying lengths.

In addition to the experiments on the Calgary corpus, SM 
compression performance was also evaluated on a 100MB 
excerpt of the English version of Wikipedia (XML text 
dump).12 On this excerpt, the SM model achieved a log-loss 
of 1.66 bits/symbol amounting to a compressed file size of 
20.80MB. While this is worse than 16.23MB achieved by the 
best demonstrated Wikipedia compressor, it demonstrates 
that the SM model can scale to sequences of this length. We 
have also explored the performance of the SM model when 
using a larger symbol set (S). In particular, we used the SM 
model to compress UTF-16 encoded Chinese text using a 
16-bit alphabet. On a representative text file, the Chinese 
Union version of the bible, we achieved a log-loss of 4.91 bits 
per Chinese character, which is significantly better than the 
best results in the literature (5.44 bits).22

7. CONCLUSION
The SM achieves improved compression and language mod-
eling performance. These application-specific performance 
improvements are arguably worthwhile scientific achieve-
ments by themselves. Both have the potential to be tremen-
dously useful, and may yield practical consequences of 
societal and commercial value.

We encourage the reader, however, not to mentally cate-
gorize the SM as a compressor or language model. Nature is 
replete with discrete sequence data that exhibits long-range 
dependencies and power-law characteristics. The need to 
model the processes that generate such data is likely to grow 
in prevalence. The SM is a general purpose model for dis-
crete sequence data that remains computationally tractable 
despite its power and despite the fact that it makes only very 
general assumptions about the data generating process.

Our aim in communicating the SM is also to encourage 
readers to explore the fields of probabilistic and Bayesian 
modeling in greater detail. Expanding computational capac-
ity along with significant increases in the amount and 
variety of data to be analyzed across many scientific and 
engineering disciplines is rapidly enlarging the class of 
probabilistic models that one can imagine and employ. 
Over the coming decades hierarchical Bayesian models are 

Table 1. Language modeling performance for a number of models on an 
Associated Press news corpus (lower perplexity is better). Interpolated 
and modified Kneser–Ney are state-of-the-art language models. Along 
with hierarchical PYP and the sequence memoizer, these models do not 
model relationships among words in the vocabulary. Provided for  
comparison are the results for the models of Bengio et al. and Mnih 
et al. which belong to a different class of models that learn word  
representations from data

Source Perplexity

Bengio et al.2 109.0

Mnih et al.13 83.9
4-gram Interpolated Kneser–Ney3, 18 106.1

4-gram Modified Kneser–Ney3, 18 102.4

4-gram Hierarchical PYP18 101.9

Sequence Memoizer21 96.9

Table 2. Compression performance in terms of weighted average 
log-loss (average bits per byte under optimal entropy encoding, lower 
is better) for the Calgary corpus, a standard benchmark collection of 
diverse filetypes. The results for unboundedlength context PPM is from 
Cleary and Teahan.4 The results for CTW is from Willems.20 The bzip2 
and gzip results come from running the corresponding standard unix 
command line tools with no extra arguments

Model SM PPM CTW bzip2 gzip

Average bits/byte 1.89 1.93 1.99 2.11 2.61



98    communications of the acm   |   february  2011  |   vol.  54  |   no.  2

research highlights 

 

	10.	 Goldwater, S., Griffiths, T.L., Johnson, M.  
Interpolating between types and 
tokens by estimating power law 
generators. In Advances in Neural 
Information Processing Systems 18 
(2006), MIT Press, 459–466.

	11.	 MacKay, D.J.C., Peto, L.B. A hierarchical 
Dirichlet language model. Nat. Lang. 
Eng. 1, 2 (1995), 289–307.

	12.	 Mahoney, M. Large text compression 
benchmark. URL: http://www.
mattmahoney.net/text/text.html (2009).

	13.	 Mnih, A., Yuecheng, Z., Hinton, G. 
Improving a statistical language 
model through non-linear prediction. 
Neurocomputing 72, 7–9 (2009), 
1414–1418.

	14.	 Pitman, J. Coalescents with multiple 
collisions. Ann. Probab. 27 (1999), 
1870–1902.

	15.	 Pitman, J., Yor, M. The two-parameter 
Poisson–Dirichlet distribution derived 
from a stable subordinator. Ann. 
Probab. 25 (1997), 855–900.

	16.	 Robert, C.P., Casella, G. Monte Carlo 
Statistical Methods. Springer Verlag, 
2004.

	17.	 Shannon, C.E. A mathematical theory 

of communication. Bell Syst. Tech. J. 
(reprinted in ACM SIGMOBILE Mobile 
Computing and Communications 
Review 2001) (1948).

	18.	 Teh, Y.W. A hierarchical Bayesian 
language model based on Pitman–
Yor processes. In Proceedings of 
the Association for Computational 
Linguistics (2006), 985–992.

	19.	 Willems, F.M.J. The context-tree 
weighting method: Extensions. IEEE 
Trans. Inform. Theory 44, 2 (1998), 
792–798.

	20.	 Willems, F.M.J. CTW website. URL: 
http://www.ele.tue.nl/ctw/ (2009).

	21.	 Wood, F., Archambeau, C.,  
Gasthaus, J., James, L., Teh, Y.W. A 
stochastic memoizer for sequence 
data. In 26th International 
Conference on Machine Learning 
(2009), 1129–1136.

	22.	 Wu, P., Teahan, W.J. A new PPM 
variant for Chinese text compression. 
Nat. Lang. Eng. 14, 3 (2007), 417–430.

	23.	 Zipf, G. Selective Studies and the 
Principle of Relative Frequency in 
Language. Harvard University Press, 
Cambridge, MA, 1932.

likely to become increasingly prevalent in data analysis ori-
ented fields like applied statistics, machine learning, and 
computer science. It is our belief that the SM and its ilk will 
come to be seen as relatively simple building blocks for the 
enormous and powerful hierarchical models of tomorrow.

Source code and example usages of the SM are available 
at http://www.sequencememoizer.com/. A lossless com-
pressor built using the SM can be explored at http://www.
deplump.com/.
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Technical Perspective
DRAM Errors in the Wild 
By Norman P. Jouppi 

In an era of mobile devices used as 
windows into services provided by 
computing in the cloud, the cost and 
reliability of services provided by 
large warehouse-scale computers1 is 
paramount. These warehouse-scale 
computers are implemented with 
racks of servers, each one typically 
consisting of one or two processor 
chips but many memory chips. Even 
with a crash-tolerant application lay-
er, understanding the sources and 
types of errors in server memory sys-
tems is still very important.

Similarly, as we look forward to 
exascale performance in more tra-
ditional supercomputing applica-
tions, even memory errors correctable 
through traditional error-correcting 
codes can have an outsized impact on 
the total system performance.3 This is 
because in many systems, execution 
on a node with hardware-corrected er-
rors that are logged in software runs 
significantly slower than on nodes 
without errors. Since execution of 
bulk synchronous parallel applica-
tions is only as fast as the slowest local 
computation, in a million-node com-
putation the slowdown of one node 
from memory errors can end up delay-
ing the entire million-node system.

At the system level, low-end PCs 
have historically not provided any 
error detection or correction capa-
bility, while servers have used error-
correcting codes (ECC) that have en-
abled correction of a single error per 
codeword.  This worked especially 
well when a different memory chip 
was used for each bit read or written 
by a memory bus (such as when using 
“x1” memory chips). However, in the 
last 15 years as memory busses have 
become wider, more bits on the bus 
need to be read or written from each 
memory chip, leading to the use of 
memory chips that can provide four 
(“x4”) or more bits at a time to a mem-
ory bus. Unfortunately, this increases 
the probability of errors correlated 
across multiple bits, such as when 
part of a chip address circuit fails. In 

order to handle cases where an en-
tire chip’s contribution to a memory 
bus is corrupted, chip-kill correct er-
ror correcting codes have been devel-
oped.2

Since the introduction of DRAMs 
in the mid-1970s, there has been 
much work on improving the reliabil-
ity of individual DRAM devices. Some 
of the classic problems addressed 
were tolerance of radiation, from ei-
ther impurities in the package or cos-
mic sources. In contrast, very little 
information has been published on 
reliability of memory at the system 
level. There are several reasons for 
this. First, much of the industrial data 
is specific to particular memory or 
CPU vendors. This industrial data typ-
ically focuses on configurations that 
are particularly problematic. There-
fore neither DRAM, CPU, nor system 
vendors find it in their best interest to 
publish this data.

Nevertheless, in order to advance 
the field, knowledge of the types of 
memory errors, their frequencies, 
and conditions that exacerbate or are 
unrelated to higher error rates are of 
critical importance. In order to fill 
this gap, Bianca Schroeder, Eduardo 
Pinheiro, and Wolf-Dietrich Weber 
analyzed measurements of memory 
errors in a large fleet of commodity 

servers over a period of 2.5 years. They 
collected data on multiple DRAM ca-
pacities, technologies, and vendors 
(suitably anonymized), totaling mil-
lions of DIMM days.

They found that DRAM error behav-
ior at the system level differs mark-
edly from widely held assumptions. 
For example, they found DRAM error 
rates that are orders of magnitude 
more common than previously re-
ported. Additionally, they found that 
temperature has a surprisingly low ef-
fect on memory errors. However, even 
though errors are rare, they are highly 
correlated in time by DIMM. Under-
scoring the importance of chip-kill 
error correction in servers, they found 
that the use of chip-kill error correc-
tion can reduce the rate of uncorrect-
able errors by a factor of 3–8.

I hope the following paper will 
motivate the collection and publica-
tion of even more large-scale system 
memory reliability data. This work 
and future studies will be instrumen-
tal in aiding architects and system de-
signers to address and solve the real 
problems in memory system reliabil-
ity, enabling both cost-effective and 
reliable cloud services as well as effi-
ciently extending supercomputing to 
the exascale.	
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DRAM Errors in the Wild:  
A Large-Scale Field Study
By Bianca Schroeder, Eduardo Pinheiro, and Wolf-Dietrich Weber

Abstract
Errors in dynamic random access memory (DRAM) are a 
common form of hardware failure in modern compute 
clusters. Failures are costly both in terms of hardware replace-
ment costs and service disruption. While a large body of 
work exists on DRAM in laboratory conditions, little has been 
reported on real DRAM failures in large production clusters. 
In this paper, we analyze measurements of memory errors in a 
large fleet of commodity servers over a period of 2.5 years. The 
collected data covers multiple vendors, DRAM capacities and 
technologies, and comprises many millions of dual in-line 
memory module (DIMM) days.

The goal of this paper is to answer questions such as the 
following: How common are memory errors in practice? What 
are their statistical properties? How are they affected by exter-
nal factors, such as temperature and utilization, and by chip-
specific factors, such as chip density, memory technology, 
and DIMM age?

We find that DRAM error behavior in the field differs 
in many key aspects from commonly held assumptions. 
For example, we observe DRAM error rates that are orders 
of  magnitude higher than previously reported, with 25,000–
70,000 errors per billion device hours per Mb and more than 
8% of DIMMs affected by errors per year. We provide strong 
evidence that memory errors are dominated by hard errors, 
rather than soft errors, which previous work suspects to be the 
dominant error mode. We find that temperature, known to 
strongly impact DIMM error rates in lab conditions, has a sur-
prisingly small effect on error behavior in the field, when tak-
ing all other factors into account. Finally, unlike commonly 
feared, we do not observe any indication that newer genera-
tions of DIMMs have worse error behavior.

1. INTRODUCTION
Errors in dynamic random access memory (DRAM) devices 
have been a concern for a long time.3, 11, 15–17, 22 A memory error 
is an event that leads to the logical state of one or multiple 
bits being read differently from how they were last written. 
Memory errors can be caused by electrical or magnetic inter-
ference (e.g., due to cosmic rays), can be due to problems with 
the hardware (e.g., a bit being permanently damaged), or can 
be the result of corruption along the data path between the 
memories and the processing elements. Memory errors can 
be classified into soft errors, which randomly corrupt bits but 
do not leave physical damage; and hard errors, which corrupt 
bits in a repeatable manner because of a physical defect.

The consequence of a memory error is system-dependent. 
In systems using memory without support for error correction 
and detection, a memory error can lead to a machine crash or 

applications using corrupted data. Most memory systems in 
server machines employ error correcting codes (ECC),6 which 
allow the detection and correction of one or multiple bit 
errors. If an error is uncorrectable, i.e., the number of affected 
bits exceed the limit of what the ECC can correct, typically a 
machine shutdown is forced. In many production environ-
ments, including ours, a single uncorrectable error (UE) is 
considered serious enough to replace the dual in-line memory 
module (DIMM) that caused it.

Memory errors are costly in terms of the system failures 
they cause and the repair costs associated with them. In 
production sites running large-scale systems, memory 
component replacements rank near the top of component 
replacements19 and memory errors are one of the most 
common hardware problems to lead to machine crashes.18 
There is also a fear that advancing densities in DRAM tech-
nology might lead to increased memory errors, exacerbating 
this problem in the future.3, 12, 13

Despite the practical relevance of DRAM errors, very little 
is known about their prevalence in real production sys-
tems. Existing studies; for example, see Baumann, Borucki 
et al., Johnston, May and Woods, Normand, and Ziegler 
and Lanford,3, 4, 9, 11, 16, 22 are mostly based on lab experi-
ments using accelerated testing, where DRAM is exposed to 
extreme conditions (such as high temperature) to artificially 
induce errors. It is not clear how such results carry over 
to real production systems. The few prior studies that are 
based on measurements in real systems are small in scale, 
such as recent work by Li et al.,10 who report on DRAM errors 
in 300 machines over a period of 3–7 months. Moreover, 
existing work is not always conclusive in their results. Li et 
al. cite error rates in the 200–5000 FIT per Mb range from 
previous lab studies, and themselves found error rates of <1 
FIT per Mb.

This paper provides the first large-scale study of DRAM 
memory errors in the field. It is based on data collected from 
Google’s server fleet over a period of more than 2 years making 
up many millions of DIMM days. The DRAM in our  study 
covers multiple vendors, DRAM densities and technologies 
(DDR1, DDR2, and FBDIMM).

The goal of this paper is to answer the following questions: 
How common are memory errors in practice? How are they 
affected by external factors, such as temperature, and system 
utilization? How do they vary with chip-specific factors, such 
as chip density, memory technology, and DIMM age? What 
are their statistical properties?

The original version of this paper was published in 
Proceedings of ACM SIGMETRICS, June 2009.
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infrastructure captures both hard and soft errors, but does 
not allow us to reliably distinguish these types of errors. All 
our numbers include both hard and soft errors.

In order to avoid the accumulation of single-bit errors in a 
memory array over time, memory systems can employ a hard-
ware scrubber14 that scans through the memory, while the 
memory is otherwise idle. Any memory words with single-bit 
errors are written back after correction, thus eliminating the 
single-bit error if it was soft. Three of our hardware platforms 
(Platforms C, D, and F) make use of memory scrubbers. The 
typical scrubbing rate in those systems is 1GB every 45 min. 
In the other platforms (Platforms A, B, and E) errors are only 
detected on access.

3. HOW COMMON ARE ERRORS?
The analysis of our data shows that CEs are not rare events: 
We find that about a third of all machines in Google’s fleet, 
and over 8% of individual DIMMs saw at least one CE per 
year. Figure 1 (left) shows the average number of CEs across 
all DIMMs in our study per year of operation broken down by 
hardware platform. Figure 1 (middle) shows the fraction of 
DIMMs per year that experience at least one CE. Consistently 
across all platforms, errors occur at a significant rate, with a 
fleet-wide average of nearly 4,000 errors per DIMM per year. 
The fraction of DIMMs that experience CEs varies from around 
3% (for Platforms C, D and F) to around 20% (for Platforms A 
and B). Our per-DIMM rates of CEs translate to an average of 
25,000–75,000 FIT (failures in time per billion hours of opera-
tion) per Mb and a median FIT range of 778–25,000 per Mb 
(median for DIMMs with errors). We note that this rate is sig-
nificantly higher than the 200–5,000 FIT per Mb reported in 
previous studies and will discuss later in the paper reasons for 
the differences in results.

We also analyzed the rate of UEs and found that across 
the entire fleet 1.3% of machines are affected by UEs per year, 
with some platforms seeing as many as 2%–4% of machines 
affected. Figure 1 (right) shows the fractions of DIMMs that see 
the UEs in a given year, broken down by hardware platform. 
We note that, while the rate of CEs was comparable across 
platforms (recall Figure 1 (left) ), the incidence of UEs is much 
more variable, ranging from 0.05% to 0.4%. In  particular, 
Platforms C and D have a 3–6 times higher probability of see-
ing a UE than Platforms A and E.

2. BACKGROUND AND DATA
Our data covers the majority of machines in Google’s fleet and 
spans nearly 2.5 years, from January 2006 to June 2008. Each 
machine comprises a motherboard with some processors and 
memory DIMMs. We study six different hardware platforms, 
where a platform is defined by the motherboard and memory 
generation. We refer to these platforms as platforms A to F 
throughout the paper.

The memory in these systems covers a wide variety of the 
most commonly used types of DRAM. The DIMMs come from 
multiple manufacturers and models, with three different 
capacities (1GB, 2GB, 4GB), and cover the three most com-
mon DRAM technologies: Double Data Rate 1 (DDR1), Double 
Data Rate 2 (DDR2), and Fully-Buffered (FBDIMM).

Most memory systems in use in servers today are pro-
tected by error detection and correction codes. Typical error 
codes today fall in the single error correct double error detect 
(SECDED) category. That means they can reliably detect and 
correct any single-bit error, but they can only detect and not 
correct multiple bit errors. More powerful codes can correct 
and detect more error bits in a single memory word. For 
example, a code family known as chip-kill7 can correct up to 
four adjacent bits at once, thus being able to work around 
a completely broken 4-bit wide DRAM chip. In our systems, 
Platforms C, D, and F use SECDED, while Platforms A, B, and 
E rely on error protection based on chipkill. We use the terms 
correctable error (CE) and uncorrectable error (UE) in this 
paper to generalize away the details of the actual error codes 
used. Our study relies on data collected by low-level daemons 
running on all our machines that directly access hardware 
counters on the machine to obtain counts of correctable and 
uncorrectable DRAM errors.

If done well, the handling of correctable memory errors is 
largely invisible to application software. In contrast, UEs typi-
cally lead to a catastrophic failure. Either there is an explicit 
response action (such as a machine reboot), or there is risk of 
a data-corruption-induced failure, such as a kernel panic. In 
the systems we study, all UEs are considered serious enough 
to shut down the machine and replace the DIMM at fault.

Memory errors can be soft errors, which randomly 
corrupt bits, but do not leave any physical damage; or hard 
errors, which corrupt bits in a repeatable manner because 
of a  physical defect (e.g., stuck bits). Our measurement 
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Figure 1. Frequency of errors: The average number of correctable errors (CEs) per year per DIMM (left), the fraction of DIMMs that see at least 
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and F use SECDED, while platforms A, B, and E rely on error protection based on chipkill.
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The differences in the rates of UEs between different 
platforms bring up the question of what factors impact the 
frequency of UEs. We investigated a number of factors that 
might explain the difference in memory rates across plat-
forms, including temperature, utilization, DIMM age, capac-
ity, DIMM manufacturer or memory technology (detailed 
tables included in the full paper20). While some of these affect 
the frequency of errors, they are not sufficient to explain the 
differences we observe between platforms.

While we cannot be certain about the cause of the 
differences between platforms, we hypothesize that the 
differences in UEs are due to differences in the error correction 
codes in use. In particular, Platforms C, D, and F are the only 
platforms that do not use a form of chip-kill.7 Chip-kill is a 
more powerful code that can correct certain types of multiple 
bit errors, while the codes in Platforms C, D, and F can only 
correct single-bit errors.

While the above discussion focused on descriptive 
statistics, we also studied the statistical distribution of errors 
in detail. We observe that for all platforms the distribution of 
the number of CEs per DIMM per year is highly variable. For 
example, when looking only at those DIMMs that had at least 
one CE, there is a large difference between the mean and the 
median number of errors: the mean ranges from 20,000 to 
140,000, while the median numbers are between 42 and 167.

When plotting the distribution of CEs over DIMMs (see 
Figure 2), we find that for all platforms the top 20% of DIMMs 
with errors make up over 94% of all observed errors. The shape 
of the distribution curve provides evidence that it follows 
a power-law distribution. Intuitively, the skew in the distri-
bution means that a DIMM that has seen a large number of 
errors is likely to see more errors in the future. This is an inter-
esting observation as this is not a property one would expect 
for soft errors (which should follow a random pattern) and 
might point to hard (or intermittent) errors as a major source 
of errors. This observation motivates us to take a closer look at 
correlations in Section 5.

4. IMPACT OF EXTERNAL FACTORS
In this section, we study the effect of various factors, includ-
ing DIMM capacity, temperature, utilization, and age. We 
consider all platforms, except for Platform F, for which we do 
not have enough data to allow for a fine-grained analysis, and 
Platform E, for which we do not have data on CEs.

4.1. Temperature
Temperature is considered to (negatively) affect the reliabil-
ity of many hardware components due to the strong physical 
changes on materials that it causes. In the case of memory 
chips, high temperature is expected to increase leakage cur-
rent,2, 8 which in turn leads to a higher likelihood of flipped 
bits in the memory array. In the context of large-scale produc-
tion systems, understanding the exact impact of temperature 
on system reliability is important, since cooling is a major cost 
factor. There is a trade-off to be made between increased cool-
ing costs and increased downtime and maintenance costs 
due to higher failure rates.

To investigate the effect of temperature on memory errors, 
we plot in Figure 3 (left) the monthly rate of CEs as a function 
of temperature, as measured by a temperature sensor on the 
motherboard of each machine. Since temperature informa-
tion is considered confidential, we report relative temperature 
values, where a temperature of x on the X-axis means the tem-
perature was x°C higher than the lowest temperature observed 
for a given platform. For better readability of the graphs, we 
normalize CE error rates for each platform by the platform’s 
average CE rate, i.e., a value of y on the Y-axis refers to a CE rate 
that was y times higher than the average CE rate.

Figure 3 (left) shows that for all platforms higher tempera-
tures are correlated with higher CE rates. For all platforms, 
the CE rate increases by at least a factor of 2 for an increase of 
temperature by 20°C; for some it nearly triples.

It is not clear whether this correlation indicates a causal 
relationship, i.e., higher temperatures inducing higher error 
rates. Higher temperatures might just be a proxy for higher 
system utilization, i.e., the utilization increases leading inde-
pendently to higher error rates and higher temperatures. In 
Figure 3 (right), we therefore isolate the effects of temperature 
from the effects of utilization. We divide the utilization mea-
surements (CPU utilization) into deciles and report for each 
decile the observed error rate when temperature was “high” 
(above median temperature) or “low” (below median tem-
perature). We observe that when controlling for utilization, 
the effects of temperature vanish. We also repeated these 
experiments with higher differences in temperature, e.g., by 
comparing the effect of temperatures above the 9th decile to 
temperatures below the 1st decile. In all cases, for the same 
utilization levels the error rates for high versus low tempera-
ture are very similar.

The results presented above were achieved by correlat-
ing the number of errors observed in a given month with 
the average temperature in that month. In our analysis, we 
also experimented with different measures of temperature, 
including temperatures averaged over different time scales 
(ranging from 1 h, to 1 day, to 1 month, to a dimm’s lifetime), 
variability in temperature, and number of temperature excur-
sions (i.e., number of times the temperature went above some 
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threshold). We could not find significant levels of correlations 
between errors and any of the above measures for tempera-
ture when controlling for utilization.

4.2. Utilization
The observations in Section 4.1 point to system utilization 
as a major contributing factor in the observed memory error 
rates. Ideally, we would like to study specifically the impact 
of memory utilization (i.e., number of memory accesses). 
Unfortunately, obtaining data on memory utilization requires 
the use of hardware counters, which our measurement infra-
structure does not collect. Instead, we study two signals that 
we believe provide indirect indication of memory activity: 
CPU utilization and memory allocated. CPU utilization is the 
load activity on the CPU(s) measured instantaneously as a per-
centage of total CPU cycles used out of the total CPU cycles 
available and are averaged per machine for each month. For 
lack of space, we include here only results for CPU utilization. 
Results for memory allocated are similar and provided in the 
full paper.20

Figure 4 (left) shows the normalized monthly rate of CEs 
as a function of CPU utilization. We observe clear trends of 
increasing CE rates with increasing CPU utilization. Averaging 
across all platforms, the CE rates grow roughly logarithmically 
as a function of utilization levels (based on the roughly linear 
increase of error rates in the graphs, which have log scales on 
the X-axis).

One might ask whether utilization is just a proxy for tem-
perature, where higher utilization leads to higher system tem-
peratures, which then cause higher error rates. In Figure  4 
(right), we therefore isolate the effects of utilization from 
those of temperature. We divide the observed temperature 
values into deciles and report for each range the observed 
error rates when utilization was “high” or “low.” High utili-
zation means the utilization (CPU utilization and allocated 
memory, respectively) is above median, and low means the 
utilization was below median. We observe that even when 
keeping temperature fixed and focusing on one particular 

temperature decile, there is still a huge difference in the error 
rates, depending on the utilization. For all temperature levels, 
the CE rates are by a factor of 2–3 higher for high utilization 
compared to low utilization.

One might argue that the higher error rate for higher 
utilization levels might simply be due to a higher detection 
rate of errors: In systems, where errors are only detected on 
application access, higher utilization increases the chance 
that an error will be detected and recorded (when an appli-
cation accesses the affected cell). However, we also observe a 
correlation between utilization and error rates for Platforms C 
and D, which employ a memory scrubber. For these systems, 
any error will eventually be detected and recorded, if not by an 
application access then by the scrubber (unless it is overwrit-
ten before it is being read).

Our hypothesis is that the correlation between error rates 
and utilization is due to hard errors, such as a defective 
memory cell. In these cases, even if an error is detected and 
the system tries to correct it by writing back the correct value, 
the next time the memory cell is accessed it might again trig-
ger a memory error. In systems with high utilization, chances 
are higher that the part of the hardware that is defective will 
be exercised frequently, leading to increased error rates. We 
will provide more evidence for our hard error hypothesis in 
Section 5.

4.3. Aging
Age is one of the most important factors in analyzing the 
reliability of hardware components, since increased error 
rates due to early aging/wear-out limit the lifetime of a device. 
As such, we look at changes in error behavior over time for our 
DRAM population, breaking it down by age, platform, tech-
nology, correctable, and UEs.

Figure 5 shows normalized CE rates as a function of age for 
all platforms that have been in production for long enough to 
study age-related affects. We find that age clearly affects the 
CE rates for all platforms, and we observe similar trends also 
if we break the data further down by platform, manufacturer, 

Figure 3. The effect of temperature: The left graph shows the normalized monthly rate of experiencing a correctable error (CE) as a function 
of the monthly average temperature, in deciles. The right graph shows the monthly rate of experiencing a CE as a function of CPU utilization, 
depending on whether the temperature was high (above median temperature) or low (below median temperature). We observe that when 
isolating the effects of temperature by controlling for utilization, it has much less of an effect.
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and capacity (graphs included in full paper20).
For a more fine-grained view of the effects of aging and to 

identify trends, we study the mean cumulative function (MCF) 
of errors. While our full paper20 includes several MCF plots, for 
lack of space we only summarize the results here. In short, we 
find that age severely affects CE rates: We observe an increas-
ing incidence of errors as DIMMs get older, but only up to a 
certain point, when the incidence becomes almost constant 
(few DIMMs start to have CEs at very old ages). The age when 
errors first start to increase and the steepness of the increase 
vary per platform, manufacturer, and DRAM technology, but 
is generally in the 10–18 month range. We also note the lack 
of infant mortality for almost all populations. We attribute 
this to the weeding out of bad DIMMs that happens during 
the burn-in of DIMMs prior to putting them into production.

4.4. DIMM capacity and chip size
Since the amount of memory used in typical server systems 
keeps growing from generation to generation, a commonly 
asked question, when projecting for future systems, is how 
an increase in memory affects the frequency of memory 
errors. In this section, we focus on one aspect of this question. 
We ask how error rates change, when increasing the capacity 
of individual DIMMs.

To answer this question we consider all DIMM types (type 
being defined by the combination of platform and manufac-
turer) that exist in our systems in two different capacities. 
Typically, the capacities of these DIMM pairs are either 1GB 
and 2GB, or 2GB and 4GB. Figure 6 shows for each of these 
pairs the factor by which the monthly probability of CEs, the 
CE rate, and the probability of UEs changes, when doubling 
capacity.

Figure 6 indicates a trend toward worse error behavior for 
increased capacities, although this trend is not consistent. 
While in some cases the doubling of capacity has a clear nega-
tive effect (factors larger than 1 in the graph), in others it has 
hardly any effect (factor close to 1 in the graph). For example, 
for Platform A, Mfg1 doubling the capacity increases UEs, 
but not CEs. Conversely, for Platform D, Mfg-6 doubling the 

capacity affects CEs, but not UEs.
The difference in how scaling capacity affects errors might 

be due to differences in how larger DIMM capacities are 
built, since a given DIMM capacity can be achieved in mul-
tiple ways. For example, a 1Gb DIMM with ECC can be manu-
factured with 36 256-Mb chips, or 18 512-Mb chips or with 9 
1-Gb chips.

We studied the effect of chip sizes on correctable and 
UEs, controlling for capacity, platform (dimm technology), 
and age. The results are mixed. When two chip configura-
tions were available within the same platform, capacity and 
manufacturer, we sometimes observed an increase in average 
CE rates and sometimes a decrease. This either indicates that 
chip size does not play a dominant role in influencing CEs or 
there are other, stronger confounders in our data that we did 
not control for.

In addition to a correlation of chip size with error rates, we 
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Figure 4. The effect of utilization: The normalized monthly CE rate as a function of CPU utilization (left), and while controlling for 
temperature (right).
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also looked for correlations of chip size with incidence of cor-
rectable and UEs. Again we observe no clear trends. We also 
repeated the study of chip size effect without taking informa-
tion on the manufacturer and/or age into account, again with-
out any clear trends emerging.

The best we can conclude therefore is that any chip size 
effect is unlikely to dominate error rates given that the trends 
are not consistent across various other confounders, such as 
age and manufacturer.

5. A CLOSER LOOK AT CORRELATIONS
The goal of this section is to study correlations between 
errors. Understanding correlations might help identify when 
a DIMM is likely to produce a large number of errors in the 
future and replace it before it starts to cause serious problems.

We begin by looking at correlations between CEs within 
the same DIMM. Figure 7 shows the probability of seeing a CE 
in a given month, depending on whether there were CEs in the 
same month (group of bars on the left) or the previous month 
(group of bars on the right). As the graph shows, for each plat-
form the monthly CE probability increases dramatically in 
the presence of prior errors. In more than 85% of the cases 
a CE is followed by at least one more CE in the same month. 
Depending on the platform, this corresponds to an increase 
in probability between 13× to more than 90×, compared to an 
average month. Also seeing CEs in the previous month signifi-
cantly increases the probability of seeing a CE: The probability 
increases by factors of 35× to more than 200×, compared to 
the case when the previous month had no CEs.

We also study correlations over time periods longer than 
a month and correlations between the number of errors 
in 1 month and the next, rather than just the probability of 
occurrence. Our study of the autocorrelation function for the 
number of errors observed per DIMM per month shows that 
even at lags of up to 7 months the level of correlation is still 
significant. When looking at the number of errors observed 
per month, we find that the larger the number of errors experi-
enced in a month, the larger the expected number of errors in 

the following month. For example, in the case of Platform C, if 
the number of CEs in a month exceeds 100, the expected num-
ber of CEs in the following month is more than 1,000. This is 
a 100× increase compared to the CE rate for a random month. 
Graphs illustrating the above findings and more details are 
included in the full paper.20

While the above observations let us conclude that CEs are 
predictive of future CEs, maybe the more interesting question 
is how CEs affect the probability of future uncorrectable errors. 
Since UEs are simply multiple bit corruptions (too many for 
the ECC to correct), one might suspect that the presence of 
CEs increases the probability of seeing a UE in the future. This 
is the question we focus on next.

The three left-most bars in Figure 8 show how the proba-
bility of experiencing a UE in a given month increases if there 
are CEs in the same month. For all platforms, the probability 
of a UE is significantly larger in a month with CEs compared 
to a month without CEs. The increase in the probability of a 
UE ranges from a factor of 27× (for Platform A) to more than 
400× (for Platform D). While not quite as strong, the presence 
of CEs in the preceding month also affects the probability of 
UEs. The three right-most bars in Figure 8 show that the prob-
ability of seeing a UE in a month following a month with at 
least one CEs is larger by a factor of 9× to 47× than if the previ-
ous month had no CEs.

We find that not only the presence, but also the rate of 
observed CEs in the same month affects the probability of a 
later UE. Higher rates of CEs translate to a higher probability 
of UEs. We see similar, albeit somewhat weaker trends when 
plotting the probability of UEs as a function of the number 
of CEs in the previous month. The UE probabilities are about 
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Throughout this section, when we say “in the same month” we mean within a 
30-day period, rather than calendar month.
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8× lower than if the same number of CEs had happened in 
the same month, but still significantly higher than in a ran-
dom month.

Given the above observations, one might want to use CEs as 
an early warning sign for impending UEs. Another interesting 
view is therefore what fraction of UEs are actually preceded 
by a CE, either in the same month or the previous month. We 
find that 65%–80% of UEs are preceded by a CE in the same 
month. Nearly 20%–40% of UEs are preceded by a CE in the 
previous month. These probabilities are significantly higher 
than those in an average month.

The above observations lead to the idea of early replace-
ment policies, where a DIMM is replaced once it experiences 
a significant number of CEs, rather than waiting for the first 
UE. However, while UE probabilities are greatly increased 
after observing CEs, the absolute probabilities of a UE are still 
relatively low (e.g., 1.7%–2.3% in the case of Platform C and 
Platform D, see Figure 8).

We also experimented with more sophisticated methods 
for predicting UEs, including CART (classification and regres-
sion trees) models based on parameters such as the number 
of CEs in the same and previous month, CEs and UEs in other 
DIMMs in the machine, DIMM capacity and model, but were 
not able to achieve significantly better prediction accuracy. 
Hence, replacing DIMMs solely based on CEs might be worth 
the price only in environments where the cost of downtime is 
high enough to outweigh the cost of the relatively high rate of 
false positives.

Our study of correlations and the presented evidence of 
correlations between errors, both in short and in longer time 
scales, might also shed some light on the common nature 
of errors. In simple terms, our results indicate that once a 
DIMM starts to experience errors it is likely to continue to 
have errors. This observation makes it more likely that most 
of the observed errors are due to hard errors, rather than soft 
errors. The occurrence of hard errors would also explain the 

correlation between utilization and errors that we observed in 
Section 4.1.

6. SUMMARY AND DISCUSSION
This paper studied the incidence and characteristics of DRAM 
errors in a large fleet of commodity servers. Our study is based 
on data collected over more than 2 years and covers DIMMs of 
multiple vendors, generations, technologies, and capacities. 
Below; we briefly summarize our results and discuss their 
implications.

Conclusion 1: We found the incidence of memory errors and 
the range of error rates across different DIMMs to be much 
higher than previously reported.

A third of machines and over 8% of DIMMs in our fleet saw 
at least one CE per year. Our per-DIMM rates of CEs translate 
to an average of 25,000–75,000 FIT (failures in time per bil-
lion hours of operation) per Mb, while previous studies report 
200–5,000 FIT per Mb. The number of CEs per DIMM is highly 
variable, with some DIMMs experiencing a huge number of 
errors, compared to others. The annual incidence of UEs was 
1.3% per machine and 0.22% per DIMM.

Conclusion 2: More powerful error codes (chip-kill versus 
SECDED) can reduce the rate of UEs by a factor of 3–8.

We observe that platforms with more powerful error codes 
(chip-kill versus SECDED) were able to significantly reduce 
the rate of UEs (from 0.25%–0.4% per DIMM per year for 
SECDED-based platforms, to 0.05%–0.08% for chipkill based 
platforms). Nonetheless, the remaining incidence of UEs 
makes a crash-tolerant application layer indispensable for 
large-scale server farms.

Conclusion 3: There is no evidence that newer generation 
DIMMs have worse error behavior (even when controlling for 
DIMM age). There is also no evidence that one technology 
(DDR1, DDR2, FB-DIMM) or one manufacturer consistently 
outperforms the others.

There has been much concern that advancing densities in 
DRAM technology will lead to higher rates of memory errors 
in future generations of DIMMs. We study DIMMs in six dif-
ferent platforms, which were introduced over a period of sev-
eral years, and observe no evidence that CE rates increase with 
newer generations. In fact, the DIMMs used in the three most 
recent platforms exhibit lower CE rates, than the two older 
platforms, despite generally higher DIMM capacities. This 
indicates that improvements in technology are able to keep 
up with adversarial trends in DIMM scaling.

Conclusion 4: Within the range of temperatures our 
production systems experience in the field, temperature has 
a surprisingly low effect on memory errors.

Temperature is well known to increase error rates. In fact, 
artificially increasing the temperature is a commonly used 
tool for accelerating error rates in lab studies. Interestingly, 
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Figure 8. Correlations between correctable and uncorrectable 
errors: The graph shows the UE probability in a month depending on 
whether there were CEs earlier in the same month (three left-most 
bars) or in the previous month (three right-most bars). The numbers 
on top of the bars give the increase in UE probability compared to a 
month without CEs (three left-most bars) and the case where there 
were no CEs in the previous month (three right-most bars).
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we find that differences in temperature in the range they arise 
naturally in our fleet’s operation (a difference of around 20°C 
between the 1st and 9th temperature decile) seem to have a 
marginal impact on the incidence of memory errors, when 
controlling for other factors, such as utilization.

Conclusion 5: Error rates are strongly correlated with 
utilization.

We find that DIMMs in machines with high levels of utiliza-
tion, as measured by CPU utilization and the amount of mem-
ory allocated, see on average a 4–10 times higher rates of CEs, 
even when controlling for other factors, such as temperature.

Conclusion 6: DIMM capacity tends to be correlated with CE 
and UE incidence.

When considering DIMMs of the same type (manufacturer 
and hardware platform), that only differ in their capacity, we 
see a trend of increased CE and UE rates for higher capacity 
DIMMs. Based on our data we do not have conclusive results 
on the effect of chip size and chip density, but we are in the 
process of conducting a more detailed study that includes 
these factors.

Conclusion 7: The incidence of CEs increases with age.

Given that DRAM DIMMs are devices without any mechan-
ical components, unlike for example hard drives, we see a 
surprisingly strong and early effect of age on error rates. For 
all DIMM types we studied, aging in the form of increased CE 
rates sets in after only 10–18 months in the field.

Conclusion 8: Memory errors are strongly correlated.

We observe strong correlations among CEs within the 
same DIMM. A DIMM that sees a CE is 13–228 times more 
likely to see another CE in the same month, compared to a 
DIMM that has not seen errors. Correlations exist at short 
time scales (days) and long time scales (up to 7 months).

We also observe strong correlations between CEs and UEs. 
Most UEs are preceded by one or more CEs, and the presence 
of prior CEs greatly increases the probability of later UEs. Still, 
the absolute probabilities of observing a UE following a CE are 
relatively small, between 0.1% and 2.3% per month, so replac-
ing a DIMM solely based on the presence of CEs would be 
attractive only in environments where the cost of downtime 
is high enough to outweigh the cost of the expected high rate 
of false positives.

Conclusion 9: Error rates are unlikely to be dominated by soft 
errors.

The strong correlation between errors in a DIMM at both 
short and long time scales, together with the correlation 
between utilization and errors, leads us to believe that a large 
fraction of the errors are due to hard errors.

Conclusion 9 is an interesting observation, since much pre-
vious work has assumed that soft errors are the dominating 

error mode in DRAM. Some earlier work estimates hard errors 
to be orders of magnitude less common than soft errors21 and 
to make up about 2% of all errors.1 Conclusion 9 might also 
explain the significantly higher rates of memory errors we 
observe compared to previous studies.
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3M
Lead Interactivity Researcher

The Display and Graphics Business Laboratory 
(DGBL) is looking for a Lead Interactivity Re-
searcher.

Key responsibilities for this position include:
˲˲ Conducting applied research in novel forms 

of human-computer, human-device, and device-
device interaction

˲˲ Designing and implementing novel user inter-
faces for applications and devices

˲˲ Recommending and exploring novel lines of 
research

˲˲ Evaluating research ideas
˲˲ Preparing presentations and publications
˲˲ Building and evaluating prototype systems and 

devices
˲˲ Advising/mentoring junior researchers

Basic Qualifications:
˲˲ Bachelor’s degree from an accredited institu-

tion in Computer Science or Computer Engineer-
ing is required

˲˲ Minimum of five (5) years experience leading a 
corporate and/or academic research program is 
required

Apply URL: http://jobs.3m.com/job/Austin- 
Lead-Interactivity-Researcher-Job-
TX-73301/1037669/

Austin Peay State University
Assistant Professor/Computer Science

The Dept of Computer Science & Information 
Tech at Austin Peay State University invites ap-
plications for a tenure-track assistant professor 
position in computer science beginning August 
2011. For more information, see http://bit.ly/
g2DTPO

Company Name: Confidential
Analyst, London, UK

A Business/ Technical Analyst role for an inter-
national media group based in Covent Garden, 
LONDON, UK.

Responsibilities will include analysis of re-
quirements, proposed solutions, functional and 
technical specifications. Team technologies in-
clude: distributed systems, relational databases, 
data mining, codecs, pattern recognition. This is 
a great opportunity to join an exciting technology 
company working with the largest media compa-
nies in the world.

Please send CVs attached to developerappli-
cations2010@gmail.com.

To apply, please visit our employment web-
site: www.hpu.edu/employment and mail a letter 
of application, official transcripts, curriculum vi-
tae, statement of teaching philosophy, list of pub-
lications, and three letters of recommendation 
that include an assessment of teaching abilities 
by mail to: Human Resources, Faculty Position in 
Computer Science, 1132 Bishop Street, Suite 310, 
Honolulu, HI 96813. HPU is an equal opportunity 
employer.

Max Planck Institute for Informatics
Junior Research Groups Leaders in the
Max Planck Center for Visual Computing and 
Communication

The Max Planck Institute for Informatics (MPII), 
as the coordinator of the Max Planck Center for 
Visual Computing and Communication (MPC-
VCC), invites applications for

Junior Research Groups Leaders in the
Max Planck Center for Visual Computing and 
Communication
The Max Planck Center for Visual Computing and 
Communications offers young scientists in in-
formation technology the opportunity to develop 
their own research program addressing impor-
tant problems in areas such as image communi-
cation, computer graphics, geometric comput-
ing, imaging systems, computer vision, human 
machine interface, distributed multimedia archi-
tectures, multimedia networking, and visual me-
dia security. The center includes an outstanding 
group of faculty members at Stanford’s Computer 
Science and Electrical Engineering Departments, 
the Max Planck Institute for Informatics, and 
Saarland University.

The program begins with a preparatory 1-2 
year postdoc phase (Phase P) at the Max Planck 
Institute for Informatics, followed by a two-year 
appointment at Stanford University (Phase I) as 
a visiting assistant professor, and then a posi-
tion at the Max Planck Institute for Informatics 
as a junior research group leader (Phase II). How-
ever, the program can be entered flexibly at each 
phase, commensurate with the experience of the 
applicant.

Applicants to the program must have com-
pleted an outstanding PhD. Exact duration of the 
preparatory postdoc phase is flexible, but we typi-
cally expect this to be about 1-2 years. Applicants 
who completed their PhD in Germany may enter 
Phase I of the program directly. Applicants for 
Phase II are expected to have completed a post-
doc stay abroad and must have demonstrated 
their outstanding research potential and ability 
to successfully lead a research group.

The Max Planck Center is an equal opportuni-
ty employer and women are encouraged to apply.

DePaul University
Assistant/Associate Professor

The School of Computing at DePaul University 
invites applications for a tenure-track position in 
distributed systems. We seek candidates with a 
research interest in data-intensive distributed sys-
tems, cloud computing, distributed databases, or 
closely related areas. For more information, see 

https://facultyopportunities.depaul.edu/ 
applicants/Central?quickFind=50738.

DePaul University
College of Computing and Digital Media
Assistant/Associate Professor in Game Design

The College of Computing and Digital Media at 
DePaul University invites applications for a ten-
ure-track position in game design. Areas of inter-
est incl. mechanic design; experimental games; 
level design; prototyping; serious games. Indus-
try exp. a plus. For more information, see https://
facultyopportunities.depaul.edu/applicants/
Central?quickFind=50739

Hawai’i Pacific University
Assistant/Associate/Professor of  
Computer Science

Hawai’i Pacific University’s Department of Math-
ematics and Computer Science invites applica-
tions for a career-track Assistant or Associate 
Professor, or Professor of Computer Science posi-
tion to start in Fall, 2011. Applicants should have 
a Ph.D., Ed.D., or D.B.A. in Computer Science, 
Information Systems, or a related field; and teach-
ing experience at the university level. Preferred 
qualifications include three or more years expe-
rience teaching in a computer science or related 
degree program, and experience as a CS/IS profes-
sional. The successful candidate will teach vari-
ous courses in undergraduate and possibly gradu-
ate computer science; contribute to department 
goals such as curriculum development; maintain 
scholarly and professional development; and con-
tribute to the governance of the university.

HPU is the largest private university in 
Hawai’i, with about 9000 students from over 100 
countries. The University has three campuses 
linked by shuttle: a large and vibrant downtown 
campus in Honolulu, a scenic 135-acre campus in 
the green foothills of the windward side of Oahu, 
and the oceanfront Oceanic Institute for marine 
sciences. HPU also has an extensive military pro-
gram. The Department of Mathematics and Com-
puter Science is part of the College of Natural and 
Computational Sciences at HPU. Information 
about the HPU computer science program can be 
found at www.hpu.edu/cs.

http://jobs.3m.com/job/Austin-Lead-Interactivity-Researcher-Job-TX-73301/1037669/
http://bit.ly/g2DTPO
mailto:developerapplications2010@gmail.com
https://facultyopportunities.depaul.edu/applicants/Central?quickFind=50738
https://facultyopportunities.depaul.edu/applicants/Central?quickFind=50739
http://www.hpu.edu/cs
http://www.hpu.edu/employment
http://jobs.3m.com/job/Austin-Lead-Interactivity-Researcher-Job-TX-73301/1037669/
http://jobs.3m.com/job/Austin-Lead-Interactivity-Researcher-Job-TX-73301/1037669/
http://bit.ly/g2DTPO
mailto:developerapplications2010@gmail.com
https://facultyopportunities.depaul.edu/applicants/Central?quickFind=50738
https://facultyopportunities.depaul.edu/applicants/Central?quickFind=50739
https://facultyopportunities.depaul.edu/applicants/Central?quickFind=50739
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Additional information is available on the 
website http://www.mpc-vcc.de

Reviewing of applications will commence on 
January 31, 2011. The final deadline is March 31, 
2011. Applicants should submit their CV, copies 
of their school and university reports, list of pub-
lications, reprints of five selected publications, 
names of references, a brief description of their 
previous research and a detailed description of 
the proposed research project (including possi-
ble opportunities for collaboration with existing 
research groups at Saarbrücken and Stanford) to:

Prof. Dr. Hans-Peter Seidel, Max Planck Institute 
for Informatics, Campus E 1 4, 66123 Saarbrücken, 
Germany, Email: hpseidel@mpi-inf.mpg.de

Max Planck Institute for Software 
Systems (MPI-SWS)
Tenure-track openings

Applications are invited for tenure-track and 
tenured faculty positions in all areas related to 
the study, design, and engineering of software 
systems. These areas include, but are not limited 
to, data and information management, program-
ming systems, software verification, parallel, dis-
tributed and networked systems, and embedded 
systems, as well as cross-cutting areas like securi-
ty, machine learning, usability, and social aspects 
of software systems. A doctoral degree in comput-
er science or related areas and an outstanding re-
search record are required. Successful candidates 
are expected to build a team and pursue a highly 
visible research agenda, both independently and 
in collaboration with other groups. Senior candi-
dates must have demonstrated leadership abili-
ties and recognized international stature.

MPI-SWS, founded in 2005, is part of a net-
work of eighty Max Planck Institutes, Germany’s 
premier basic research facilities. MPIs have an 
established record of world-class, foundational 
research in the fields of medicine, biology, chem-
istry, physics, technology and humanities. Since 
1948, MPI researchers have won 17 Nobel prizes. 
MPI-SWS aspires to meet the highest standards of 
excellence and international recognition with its 
research in software systems.

To this end, the institute offers a unique envi-
ronment that combines the best aspects of a uni-
versity department and a research laboratory:
a) Faculty receive generous base funding to build 
and lead a team of graduate students and post-
docs. They have full academic freedom and pub-
lish their research results freely.
b) Faculty supervise doctoral theses, and have the 
opportunity to teach graduate and undergraduate 
courses.
c) Faculty are provided with outstanding techni-
cal and administrative support facilities as well as 
internationally competitive compensation pack-
ages.

MPI-SWS currently has 8 tenured and tenure-
track faculty, and is funded to support 17 faculty 
and about 100 doctoral and post-doctoral positions. 
Additional growth through outside funding is possi-
ble. We maintain an open, international and diverse 
work environment and seek applications from out-
standing researchers regardless of national origin 
or citizenship. The working language is English; 
knowledge of the German language is not required 
for a successful career at the institute.

Saarland University is seeking 
to establish several
Junior Research Groups (W1/W2)
within the Cluster of Excellence “Multimodal Computing and Interaction” which 
was established by the German Research Foundation (DFG) within the framework 
of the German Excellence Initiative.

The term “multimodal” describes the different types of digital information such as 
text, speech, images, video, graphics, and high-dimensional data, and the way it 
is perceived and communicated, particularly through vision, hearing, and human 
expression. The challenge is now to organize, understand, and search this multi-
modal information in a robust, efficient and intelligent way, and to create depend-
able systems that allow natural and intuitive multimodal interaction. We are looking 
for highly motivated young researchers with a background in the research areas of 
the cluster, including algorithmic foundations, secure and autonomous networked 
systems, open science web, information processing in the life sciences, visual 
computing, large-scale virtual environments, synthetic virtual characters, text and 
speech processing and multimodal dialog systems. Additional information on the 
Cluster of Excellence is available on http://www.mmci.uni-saarland.de. Group 
leaders will receive junior faculty status at Saarland University, including the right to 
supervise Bachelor, Master and PhD students. Positions are limited to five years.

Applicants for W1 positions (phase I of the program) must have completed an 
outstanding PhD. Upon successful evaluation after two years, W1 group leaders 
are eligible for promotion to W2. Direct applicants for W2 positions (phase II of the 
program) must have completed a postdoc stay and must have demonstrated out-
standing research potential and the ability to successfully lead their own research 
group. Junior research groups are equipped with a budget of 80k to 100k Euros per 
year to cover research personnel and other costs.

Saarland University has leading departments in computer science and computa-
tional linguistics, with more than 200 PhD students working on topics related to 
the cluster (see http://www.informatik-saarland.de for additional information). The 
German Excellence Initiative recently awarded multi-million grants to the Cluster of 
Excellence “Multimodal Computing and Interaction” as well as to the “Saarbrücken 
Graduate School of Computer Science”. An important factor to this success were 
the close ties to the Max Planck Institute for Informatics, the German Research 
Center for Artificial Intelligence (DFKI), and the Max Planck Institute for Software 
Systems which are co-located on the same campus.

Candidates should submit their application (curriculum vitae, photograph, list of 
publications, short research plan, copies of degree certificates, copies of the five 
most important publications, list of five references) to Conny Liegl, Cluster of Ex-
cellence, Campus E1 7, 66123 Saarbrücken, Germany. Please, also send your ap-
plication as a single PDF file to applications@mmci.uni-saarland.de.

The review of applications will begin on February 18, 2011: all applicants are 
strongly encouraged to submit applications by that date. Final decisions will be 
made following a candidate symposium that will be held in the week of March 
21 – 25, 2011.

Saarland University is an equal opportunity employer. In accordance with its policy 
of increasing the proportion of women in this type of employment, the University 
actively encourages applications from women. For candidates with equal qualifica-
tion, preference will be given to people with physical disabilities.

http://www.mpc-vcc.de
mailto:hpseidel@mpi-inf.mpg.de
http://www.mmci.uni-saarland.de
http://www.informatik-saarland.de
mailto:applications@mmci.uni-saarland.de
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The institute is located in Kaiserslautern and 
Saarbruecken, in the tri-border area of Germany, 
France and Luxembourg. The area offers a high 
standard of living, beautiful surroundings and 
easy access to major metropolitan areas in the 
center of Europe, as well as a stimulating, com-
petitive and collaborative work environment. In 
immediate proximity are the MPI for Informatics, 
Saarland University, the Technical University of 
Kaiserslautern, the German Center for Artificial 
Intelligence (DFKI), and the Fraunhofer Insti-
tutes for Experimental Software Engineering and 
for Industrial Mathematics.

Qualified candidates should apply online at 
http://www.mpi-sws.org/application. The review 
of applications will begin on January 3, 2011, and 
applicants are strongly encouraged to apply by 
that date; however, applications will continue to 
be accepted through January 2011.

The institute is committed to increasing the rep-
resentation of minorities, women and individuals 
with physical disabilities in Computer Science. We 
particularly encourage such individuals to apply.

Polytechnic of Namibia
Professors/Associate Professors/ 
Senior Lecturers

To lecture in areas of specialization, develop curri-
cula and study materials, participate in administra-
tive responsibilities at departmental/faculty or in-
stitutional level.; conduct research and consult with 
industry. Identify, propose and manage relevant de-
partmental projects and sources of funding.

We are looking applicants with broad & deep 
knowledge and experience in one of the follow-
ing fields: Software Engineering; Basic Computer 
Studies; Business Computing; Computer Systems 
& Network; Mathematic foundations of informa-
tion Technology and any other related fields.

The successful candidate is expected to foster 
new and existing areas of research and take the 
curriculum lead. See our website for further in-
formation: www.sit.polytechnic.edu.na

Princeton University
Computer Science
Assistant Professor
Tenure-Track Positions

The Department of Computer Science at Princeton 
University invites applications for faculty positions 
at the Assistant Professor level. We are accepting 
applications in all areas of Computer Science.

Applicants must demonstrate superior re-
search and scholarship potential as well as teach-
ing ability. A PhD in Computer Science or a relat-
ed area is required.

Successful candidates are expected to pursue 
an active research program and to contribute 
significantly to the teaching programs of the de-
partment. Applicants should include a resume 
contact information for at least three people who 
can comment on the applicant’s professional 
qualifications.

There is no deadline, but review of applica-
tions will start in December 2010; the review of 
applicants in the field of theoretical computer 
science will begin as early as October 2010.

Princeton University is an equal opportunity 
employer and complies with applicable EEO and 

institute for computer science located on the 
University of Chicago campus. The Institute is 
expected to reach a steady-state of 12 traditional 
faculty (tenure and tenure track), and 12 limited 
term faculty. Applications are being accepted in 
all areas, but we are particularly interested in

˲˲ Theoretical computer science
˲˲ Speech processing
˲˲ Machine learning
˲˲ Computational linguistics
˲˲ Computer vision
˲˲ Computational biology
˲˲ Scientific computing

Positions are available at all ranks, and we 
have a large number of limited term positions 
currently available.

For all positions we require a Ph.D. Degree or 
Ph.D. candidacy, with the degree conferred prior 
to date of hire. Submit your application electroni-
cally at: http://ttic.uchicago.edu/facapp/

Toyota Technological Institute at Chicago is an 
Equal Opportunity Employer 

University of Oregon
Visiting Asst. Professor

The Department of Computer and Information 
Science (CIS) at the University of Oregon invites 
applications for two post-doctoral positions. The 
positions will involve both research (in support of 
one of the projects listed below) and teaching (two 
courses a year). Both aspects of the position will 
be supported by tenure-track faculty mentors. The 
expected outcomes include career development of 
the position holder as well as valuable research and 
education contributions to the department. These 
positions are anticipated as two-year appointments 
based on satisfactory performance. There will be 
opportunities for supplemental research summer 
support as well as the possibility of one-year exten-
sion. Employment begins September 16, 2011.

Applicants must have a Ph.D. in computer 
science or a closely related field, a demonstrated 
record of excellence in research, a strong commit-
ment to teaching and engagement with students. 
The positions are limited to recent PhDs (within 
3 years of graduation) who have not held tenure-
track faculty positions.

The University of Oregon is an AAU research 
university located in Eugene and within one-hour 
drive of both the Pacific Ocean and the snow-
capped Cascade Mountains. The CIS department 
offers a stimulating and friendly environment for 
collaborative teaching and research both within 
the department and with other departments on 
campus. The department’s primary research em-
phases are in the areas of networking, program-
ming languages, parallel and distributed com-
puting, automated reasoning, human-computer 
interaction, and computer and network security. 
More information about the department, its pro-
grams, and current faculty can be found at http://
www.cs.uoregon.edu

Applications will be accepted electronically 
through the department’s web site (only). Appli-
cation information can be found at http://www.
cs.uoregon.edu/Employment/. Applicants should 
submit their curriculum vitae, names of three ref-
erences, a statement of research and teaching in-
terests, a proposal for contributions to the identi-

affirmative action regulations You may apply on-
line at:

http://www.cs.princeton.edu/jobs Requisition 
Number: 1000520

Princeton University
Computer Science Department
Postdoc Research Associate

The Department of Computer Science at Princ-
eton University is seeking applications for post-
doctoral or more senior research positions in 
theoretical computer science. Candidates will be 
affiliated with the Center for Computational In-
tractability (CCI) or the Princeton Center for The-
oretical Computer Science. Candidates should 
have a PhD in computer Science, a related field, 
or on track to finish by August 2011. Candidates 
affiliated with the CCI will have visiting privileges 
at partner institutions NYU, Rutgers University, 
and The Institute for Advanced Study. Review of 
candidates will begin Jan 1, 2011, and will con-
tinue until positions are filled. Applicants should 
submit a CV, research statement, and contact in-
formation for three references.

Princeton University is an equal opportunity 
employer and complies with applicable EEO and 
affirmative action regulations. Apply to:http://
jobs.princeton.edu/ requisition# 1000829

Profinity
Senior Web/SQL developer

We are looking for experienced web developers 
with strong SQL server 2005+ experience. The 
job is integrating new customers into an existing 
order/payment processing system using classic 
ASP, T-SQL, Python, and Powershell. Work will 
be from home and communication will be over 
Skype, phone, & email.

Transact SQL, Microsoft technologies. Prob-
lem solving skills are paramount. This job will en-
tail converting business stake holder needs into 
software, so excellent communication skills and 
patience is a must. Apply: 

http://www.profinity.com/contact_us.asp

Texas A&M University
Department of Visualization
Assistant Professor

Tenure-track faculty in the area of interactive me-
dia. Responsibilities include research/creative 
work, advising graduate/undergraduate levels, 
service to dept, university & field, teaching inc. in-
tro courses in game design & development.

Candidates must demonstrate collaborative 
efforts across disciplinary lines. Graduate degree 
related to game design & development, mobile 
media, interactive graphics, interactive art, mul-
timedia or simulation is required. Apply URL: 
http://www.viz.tamu.edu

Toyota Technological Institute  
at Chicago
Computer Science Faculty Positions at All Levels

Toyota Technological Institute at Chicago (TTIC) 
is a philanthropically endowed degree-granting 

http://www.mpi-sws.org/application
http://www.sit.polytechnic.edu.na
http://jobs.princeton.edu/requisition#1000829
http://www.profinity.com/contact_us.asp
http://www.viz.tamu.edu
http://www.cs.uoregon.edu
http://www.cs.uoregon.edu/Employment/
http://jobs.princeton.edu/requisition#1000829
http://www.cs.princeton.edu/jobs
http://ttic.uchicago.edu/facapp/
http://www.cs.uoregon.edu
http://www.cs.uoregon.edu/Employment/
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� ACM Professional Members can enjoy the convenience of making a single payment for their
entire tenure as an ACM Member, and also be protected from future price increases by
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fied project, and selected publications through the 
website. Review of applications will begin Feb. 15, 
2011 and continue until the position is filled.

The University of Oregon is an Equal Opportu-
nity/Affirmative Action institution committed to 
cultural diversity and compliance with the Ameri-
cans with Disabilities Act.

The University of Oregon is committed to cre-
ate a more inclusive and diverse institution and 
seeks candidates with demonstrated potential to 
contribute positively to its diverse community.

The research projects for the two positions are as 
follows:

Project A:
The candidate will be performing novel research 
on ensuring the security and privacy of home-
care rehabilitation delivery systems and devices. 
A strong background in operating systems, net-
works, and security is required, with expertise in 
embedded systems (specifically kernel program-
ming in embedded environments) and consumer 
device environments (e.g., Android, Google TV, 
Wii) being highly desirable. Experience with traf-
fic analysis and protection mechanisms in home 
networking environments is also desirable, as is a 
familiarity with cloud computing environments.

The successful candidate will play a key role 
in a research team, and be involved in writing 
grant proposals, and teaching. This candidate 
will work with Drs. Jun Li, Stephen Fickas, and 
Kevin Butler, as well as talented and motivated 
graduate and undergraduate students within the 
department. The successful candidate will be 

mentored to facilitate transition to an indepen-
dent research career through opportunities to 
publish in top-tier conferences and journals, as 
well as opportunities to gain leadership experi-
ence through managing a research team working 
in an exciting and innovative area.

Project B:
The candidate in the area of machine learning and 
databases will be mentored by Professors Dejing 
Dou and Daniel Lowd. We are especially interest-
ed in a researcher who can work on projects at the 
interface between statistical machine learning 
and data management. Projects would involve de-
veloping novel machine learning algorithms and 
representations and designing scalable, reliable 
databases and web-based computing systems. 
Application areas include biomedical data min-
ing, health care informatics, social network anal-
ysis, and information extraction from the web. 
Collaborations with other professors specializing 
in high performance computing, cloud comput-
ing, and social networks are also possible.

Apply URL: 
http://www.cs.uoregon.edu/Employment/

Utah State University
Assistant Professor

Applications are invited for a faculty position at 
the Assistant Professor level, for employment 
beginning Fall 2011. Applicants must have com-
pleted a PhD in computer science by the time of 
appointment. The position requires demonstrat-

ed research success, a significant potential for 
attracting external research funding, excellence 
in teaching both undergraduate and graduate 
courses, the ability to supervise student research, 
and excellent communication skills.

USU offers competitive salaries and outstand-
ing medical, retirement, and professional benefits 
(see http://www.usu.edu/hr/ for details). The de-
partment currently has approximately 280 under-
graduate majors, 80 MS students and 27 PhD stu-
dents. There are 17 full time faculty. The BS degree 
is ABET accredited. Utah State University is a Carn-
egie Research Doctoral extensive University of over 
23,000 students, nestled in a mountain valley 80 
miles north of Salt Lake City, Utah. Opportunities 
for a wide range of outdoor activities are plentiful. 
Housing costs are at or below national averages, 
and the area provides a supportive environment for 
families and a balanced personal and professional 
life. Women, minority, veteran and candidates with 
disabilities are encouraged to apply. USU is sensi-
tive to the needs of dual-career couples. Utah State 
University is an affirmative action/equal opportu-
nity employer, with a National Science Foundation 
ADVANCE Gender Equity program, committed to 
increasing diversity among students, faculty, and 
all participants in university life. Applications must 
be submitted using USU’s online job-opportunity 
system. To access this job opportunity directly and 
begin the application process, visit https://jobs.
usu.edu/applicants/Central?quickFind=55484.

The review of the applications will begin on 
January 15, 2011 and continue until the position 
is filled. The salary will be competitive and de-
pend on qualifications.

http://www.cs.uoregon.edu/Employment/
http://www.usu.edu/hr/
https://jobs.usu.edu/applicants/Central?quickFind=55484
http://www.acm.org/life
https://jobs.usu.edu/applicants/Central?quickFind=55484
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last byte

Puzzled 
Parsing Partitions 
Welcome to three new puzzles. Solutions to the first two will be 
published next month; the third is (as yet) unsolved. In each,  
the issue is how your intuition matches up with the mathematics. 

DOI:10.1145/1897816.1897845		  Peter Winkler

The theme is partitions. Recall 
from freshman year that a 
set A is a subset of a set B if 
every element of A is also in 
B. A partition of a set S is a 
collection of subsets of S such 
that every element of S is in 
exactly one of the subsets in 
the collection. Pretty basic, 
right? But “basic” is not the 
same as “easy.” Try proving the 
following reasonable-looking 
statements about partitions of 
a fifth-grade class. 

1.On Monday, Ms. Feldman 
partitioned her fifth-

grade class into k subsets 
(of various sizes) to work on 
different projects. On Tuesday, 
she repartitioned the same 
students into k+1 subsets. 
Show that at least two students 
were in smaller subsets on 
Tuesday than they were on 
Monday. 

2.On Wednesday, Ms. 
Feldman divided her 

class into just two parts, but a 
little too much socialization 
emerged in each of them, 
distracting the students from 
the work at hand. The next 
day (Thursday) she is again 
determined to partition the 
class into two subsets but this 
time in such a way that no 
student has more than half of 
his/her own friends in his/her 
own subset. Show that such a 
partition always exists. 

3.Now it’s Friday, and all 
other fifth-grade teachers 

are out sick. This means Ms. 
Feldman is in charge of the 
entire fifth grade, which, 
to her consternation, has 
(countably) infinitely many 
students. Persevering, she is 
again determined to partition 
the students into two subsets 
in such a way that no student 
has more friends in his/her 
own subset than in the other 
subset. 

Is it guaranteed that no 
matter how the friendships are 
structured there is always a 
way to do this? 

In Puzzles 2 and 3, we 
assumed that friendship is 
a symmetric relation; that 
is, if student X is a friend of 
student Y, then the reverse is 
true as well. In Puzzle 3, some 
students may have infinitely 
many friends; it is OK if 
such a student has infinitely 
many friends in his/her own 
subset, provided infinitely 
many friends are also in the 
other subset. So it shouldn’t 
be difficult to find a partition 
with the desired property. 
Right? So why can’t anyone 
prove it? 

 

All readers are encouraged to submit prospective puzzles for future columns to puzzled@cacm.acm.org. 

Peter Winkler (puzzled@cacm.acm.org) is Professor of Mathematics and of Computer Science and Albert Bradley 
Third Century Professor in the Sciences at Dartmouth College, Hanover, NH. 

mailto:puzzled@cacm.acm.org
mailto:puzzled@cacm.acm.org
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ONWARD! 2011

http://onward-conference.org/

October 22–27, 2011
Co-located with SPLASH/OOPSLA
Hilton Portland & Executive Tower
Portland, Oregon USA

Chair
Robert Hirschfeld
Hasso-Plattner-Institut Potsdam, Germany
chair@onward-conference.org

Papers
Eelco Visser
Delft University of Technology, The Netherlands
papers@onward-conference.org

Workshops
Pascal Costanza
Vrije Universiteit Brussel, Belgium
workshops@onward-conference.org

Essays
David West
New Mexico Highlands University, USA
essays@onward-conference.org

Films
Bernd Bruegge
Technische Universität München, Germany
fi lms@onward-conference.org

Submissions for papers, workshops, essays, and fi lms >> April 8, 2011

ACM Conference on New Ideas in
Programming and Refl ections on Software

mailto:chair@onward-conference.org
mailto:papers@onward-conference.org
mailto:workshops@onward-conference.org
mailto:essays@onward-conference.org
mailto:films@onward-conference.org
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