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Abstract

Evansville, Indiana, is one of the closest large urban areas to both the New Madrid Seismic Zone, where large earthquakes occurred in 1811–1812, and the Wabash Valley Seismic Zone, where there is evidence of several large prehistoric earthquakes in the last 14,000 yr. For this reason, Evansville has been targeted as a priority region for urban seismic-hazard assessment. The probabilistic seismic-hazard methodology used for the Evansville region incorporates new information from recent surficial geologic mapping efforts, as well as information on the depth and properties of near-surface soils and their associated uncertainties. The probabilistic seismic-hazard calculation applied here follows the method used for the 2008 United States Geological Survey (USGS) national seismic-hazard maps, with modifications to incorporate estimates of local site conditions and their uncertainties, in a completely probabilistic manner. The resulting analysis shows strong local variations of acceleration with 2% probability of exceedance in 50 yr, which are clearly correlated with variations in the thickness of unconsolidated soils above bedrock. Spectral accelerations at 0.2-s period range from 0.6 to 1.5 g, values that are much greater than those of the USGS national seismic-hazard map, which assume B/C site conditions with an average shear-wave velocity of 760 m/s in the top 30 m. The presence of an ancient bedrock valley underlying the current Ohio River flood plain strongly affects the spatial pattern of accelerations. For 1.0-s spectral acceleration, ground motions are significantly amplified due to deeper soils within this structure, to a level comparable to that predicted by the national seismic-hazard maps with D site conditions assumed. For PGA and 0.2-s spectral acceleration, ground motions are significantly amplified outside this structure, above the levels predicted by the national seismic-hazard maps with uniform D site conditions assumed.

Introduction

The three large New Madrid earthquakes that occurred in 1811–1812 generated ground shaking throughout the central and eastern U.S. Moment magnitudes ($M_w$) ranging from 7.4 to 8.1 have been assigned to the largest of the events based on intensity reports (Johnston, 1996; Hough et al., 2000; Bakun and Hopper, 2004). In southwestern Indiana, the reported intensities ranged from modified Mercalli intensity (MMI) VI to VII (Nuttli, 1973; Street, 1984). A recurrence of a New Madrid–type event of this size is of concern in regional urban areas such as Evansville, Indiana (population 120,000), where earthquake damage could occur.

The United States Geological Survey (USGS) has carried out a probabilistic analysis of earthquake hazard for the U.S. (Frankel et al., 1996; Frankel et al., 2002; Petersen et al., 2008). Earthquakes from all possible regional seismic sources, each with a given probability of occurrence, are taken into account for this analysis. This includes random sources, whose probability of occurrence is determined from gridded estimates of Gutenberg–Richter seismicity rates valid for the observed regional background seismicity (Richter, 1958; Weichert, 1980), as well as characteristic earthquake sources along known faults with estimated recurrence rates. The ground-motion levels likely to be observed from the seismic sources are specified in a suite of attenuation relations (Table 1), along with their associated uncertainties. A hazard curve is constructed at each site in the gridded map area that gives the probability of a certain ground-motion level being exceeded, given the probability of occurrence of each seismic source and the probability of observing a given ground-motion level at the appropriate distance from that source. The ground motion corresponding to a prescribed probability level of exceedance is selected from the hazard curve at each site in the area of interest to make a probabilistic seismic-hazard analysis (PSHA) map. The USGS produced national seismic-hazard maps for the central and eastern U.S. in 1996 (Frankel et al., 1996), with updates.
in 2002 (Frankel et al., 2002), and most recently in 2008 (Petersen et al., 2008).

For the central and eastern U.S., the seismicity-derived hazard component is based on a catalog of earthquakes with magnitude 3.0 or greater from 1700 through 2006. The size of the largest possible earthquake is $M_w 6.6$ to 7.2 within the central and eastern parts of the North American continent outside specific seismic zones such as the eastern Tennessee, New Madrid, and Wabash Valley Seismic Zones and $M_w 7.1$ to 7.7 for the extended continental margin. The Wabash Valley region is assigned a maximum magnitude of $M_w 7.5$. The relatively high maximum magnitude assigned for the Wabash Valley is supported by paleoliquefaction evidence from six past earthquakes of $M_w > 6.0$ in southern Indiana and Illinois (Munson et al., 1995; Munson and Munson, 1996; Pond, 1996; McNulty and Obermeier, 1999; Wheeler and Cramer, 2002; Green et al., 2005; Olson et al., 2005), including one earthquake near Vincennes about 6100 yr ago that may have been as large as $M 7.5$ (Munson et al., 1995; Green et al., 2005). The characteristic earthquake-derived component of the seismic hazard in the central and eastern U.S. (CEUS) is based on four finite source areas where paleoseismic data constrain recurrence rates: New Madrid, Missouri; Charleston, South Carolina; Meers, Oklahoma; and Cheraw, Colorado. Because of the uncertainty in recurrence rates and earthquake magnitude, several weighted estimates of the seismic hazard are combined. Several cases are considered for the New Madrid source region, which is the closest and most important of the characteristic earthquake sources. The seismic source size is varied from $M_w 7.1$ to 8.0, the location of the New Madrid rupture is varied among five possible locations of the three fault branches that ruptured in 1811 and 1812, and clustered and unclustered models are considered. Given some uncertainty on the completeness of the record between 1450 and 2350 B.C., the recurrence interval for a New Madrid-type of event has been estimated to be 500 to 1000 yr (Tuttle et al., 2002; Tuttle et al., 2005). However, low rates of deformation observed by GPS in the midcontinent indicate that present-day recurrence rates may be lower or that the deformation is not steady over time (Calais and Stein, 2009). Currently, recurrence interval estimates of 500 to 750, 1000, and 1500 yr have been retained for the estimation of probabilistic seismic hazard in the 2008 USGS national seismic-hazard maps (Petersen et al., 2008), and that approach is followed here. Seven attenuation curves (Table 1) are used that assume standard National Earthquake Hazards Reduction Program (NEHRP) B/C site conditions (Building Seismic Safety Council, 2003), which implies shear-wave velocities of 760 m/s in the top 30 m of the soil at a given site. The hazard calculation takes into account random variations in ground motion using the uncertainty assigned to the attenuation curves. The probabilistic seismic-hazard maps take into account source uncertainties through a logic-tree approach of varying the different source parameters. The relative contribution of distributed sources, such as the Wabash Valley Seismic Zone (WVSZ), compared to characteristic earthquake sources, such as the New Madrid Seismic Zone (NMSZ), is established using relative weighting of the resulting hazard curves for each type of source model. Figure 1 shows for Indiana the calculated peak ground acceleration (PGA) and spectral acceleration at 0.2-s and 1.0-s periods.

### Table 1

<table>
<thead>
<tr>
<th>Attenuation Curve Reference</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toro et al. (1997)</td>
<td>0.2</td>
</tr>
<tr>
<td>Frankel et al. (1996)</td>
<td>0.1</td>
</tr>
<tr>
<td>Campbell and Bozorgnia (2003)</td>
<td>0.1</td>
</tr>
<tr>
<td>Atkinson and Boore (2006); 140 bar stress drop</td>
<td>0.1</td>
</tr>
<tr>
<td>Atkinson and Boore (2006); 200 bar stress drop</td>
<td>0.1</td>
</tr>
<tr>
<td>Tavakoli and Pezeshk (2005)</td>
<td>0.1</td>
</tr>
<tr>
<td>Silva et al. (2002)</td>
<td>0.1</td>
</tr>
<tr>
<td>Somerville et al. (2001)</td>
<td>0.2</td>
</tr>
</tbody>
</table>

**Figure 1.** 2008 USGS national seismic-hazard map shown for the Indiana region for 2% probability of exceedance in 50 yr at (left) PGA, (middle) 0.2-s spectral acceleration, and (right) 1-s spectral acceleration (Petersen et al., 2008). By default, the maps include the site response for a NEHRP B/C site classification. Rectangle in the left map shows the Evansville study region.
with 2% probability of exceedance (PE) in 50 yr from the 2008 USGS national seismic-hazard maps. Further details on the PSHA methodology can be found in the documentation for the national seismic-hazard maps and other literature (Frankel et al., 1996; Frankel et al., 2002; McGuire, 2004; Petersen et al., 2008).

Current USGS probabilistic seismic-hazard estimates show higher seismic hazard in southwestern Indiana than for the rest of Indiana, primarily due to the proximity of the New Madrid Seismic Zone. However, local geology and soil conditions influence the characteristics of ground motion in terms of amplitude, frequency content, and duration (Kramer, 1996). The effect of local site conditions on ground motion is not considered in the USGS national seismic-hazard maps. These maps assume a default firm rock site response with NEHRP B/C site conditions.

The objective of this work is to produce a probabilistic seismic-hazard map for the nine-quadrangle region surrounding Evansville that takes into account ground-motion amplification due to near-surface geologic materials. The depositional history of the area includes several periods of glacier advance and retreat, leaving behind sequences of till and loess, periods of slackwater lake deposition, and recurring sequences of fluvial deposition and overbank deposits in the Ohio River valley. The near-surface soils are expected to have a major impact on the ground-motion amplification in the probabilistic seismic-hazard calculation. The Data section describes the data used to develop a three-dimensional (3D) model for soil properties and bedrock depth necessary for site effect calculations. Analysis of Local Geology and CPT Sounding Data describes the method used for creating the 3D near-surface shear-wave velocity model. Bedrock Depth describes the method for creating the bedrock depth model. Site-Amplification Calculation describes the seismic amplification calculated using this 3D model. Probabilistic Seismic-Hazard Calculation and Results describes the resulting probabilistic seismic-hazard maps and provides a discussion comparing them to the USGS national seismic-hazard maps, and the conclusions are summarized in the Conclusions section.

Data

Subsurface information on soil properties is required for the site-amplification analysis. Parameters significantly affecting the site response calculation are the bedrock depth, shear-wave velocity, soil type, density, and the dynamic properties (shear modulus reduction and damping curves) of the soil column. Most of these parameters can be determined from field site investigations. Two parameters, the depth-to-bedrock and the shear-wave velocity of soil layers, are the most important in determining the seismic amplitude. Because it is not feasible to collect data at all points in the study region, we develop several reference models from the observed data. Geology provides a context for generalizing incomplete and sparse geophysical data. This study takes advantage of recent surface geologic mapping and a compilation of new and existing subsurface test data to develop such a model.

Geologic Setting and Map

The surficial geology along the Ohio River valley near Evansville consists of glacial and interglacial lithologic sequences characterized by a series of fluvial and lake depositional events, in which relatively thick Ohio River fluvial deposits backed up tributary streams to form lakes (Eggett et al., 1996, 1997a,b). The geologic maps are used to associate representative shear-wave velocity profiles with regions of similar depositional history and properties. The geologic mapping was carried out through a collaboration called the Evansville Area Earthquake Hazards Mapping Project, with contributions from the Indiana Geological Survey (IGS), the Kentucky Geological Survey (KGS), and the USGS. The surficial geology was mapped in 24 different units at a 1:50,000 scale for seven and a half of the nine quadrangles in the study region (Fig. 2; Moore et al., 2009). Although not all of these units are distinct seismically, they provide a context for generalizing seismic properties for a simplified model. For the remaining area in the northwest quadrangle and half of the northeast quadrangle, the most recently available quaternary geologic map at a 1:500,000 scale was used (Gray, 1989). In these quadrangles, the lower resolution is not critical, because much of these two quads consists of bedrock covered by thin loess, and the few alluvial units present are reasonably well represented even with this lower resolution. Strip mined areas are not considered in this study. The geologic units of the two different scale maps were correlated, and the unit designations were taken from the 1:50,000 scale maps.

Subsurface Data

The available subsurface geotechnical data sets inside the nine-quadrangle study area include water well logs, in-situ soil profiles using the cone penetration test (CPT) with shear-wave measurements and standard penetration test (SPT), down-hole shear-wave velocity tests, and seismic refraction profiles (Table 2). Fifty-two CPT soundings were made on the Indiana side of the Ohio River and six CPT soundings were made on the Kentucky side (Holzer, 2003). These CPT measurements contain tip resistance, sleeve friction, and S-wave travel time. S-wave velocity and soil type can also be inferred from these measurements. The CPT data set was the primary data set used for establishing reference S-wave velocity profiles to depths of 20 m. The IGS compiled 570 SPT boring logs from 59 sites (Y.-S. Choi and J. Hill, personal commun., 2005). The blow-count data at these sites provided shallow bedrock depth information, which was incorporated into the bedrock surface model. Twenty-six borehole S-wave velocity profiles and soil type logs were also compiled (Eggett et al., 1994). These were used for independent verification of the accuracy assigned to the
reference velocity profiles above 20 m depth and were used for determining the velocity profiles below 20 m depth. In addition, the IGS database of 228 P-wave refraction profiles (Rudman et al., 1973) was used to provide observations of bedrock depth. A series of 15 S-wave refraction profiles (CUSEC, 2004) in and around Evansville provide checks on the characteristic velocities for the soil types and also provide shear-wave velocity for bedrock. The IGS iLITH database of 827 water well logs provided additional data on the bedrock depth and provided information on the soil type profile with depth (Bleuer, 2000). Five-hundred eighty-three bedrock elevations from KGS coal, oil, gas, and water well logs (R. Counts, KGS, personal commun., 2005) are available on the Kentucky side of the Ohio River as well. The locations of all the subsurface data are shown in Figure 3.
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as lacustrine, clay is the dominant soil type, as shown on the
upper and lower right in Figure 4. There are no CPT sound-
ings located within the geologic map units that are described
as loess; however, two of the borehole shear-wave velocity
measurements were made in these units.

For the CPT soundings belonging to the river alluvium
group, the average shear-wave velocity was calculated at
each 2-m depth interval from the CPT shear-wave velocity
measurements to a depth of 20 m. There were 7–12 measure-
ments available at each interval to contribute to these
averages. These values were verified with similar averages
made from the borehole shear-wave measurements that were
made in these units (Eggert et al., 1994) and agreed much
better than the uncertainty in the borehole shear-wave
velocity, except in the first layer. Similarly, for the CPT
soundings belonging to the Outwash Terrace group, 20 to
21 measurements were available at each 2-m interval to con-
tribute to the average shear-wave velocity profile to a depth
of 20 m. For the lacustrine terrace group, 12 to 25 measure-
ments were available at each 2-m interval to contribute to the
average shear-wave velocity profile to a depth of 20 m. There
was only one CPT sounding that extended to 30 m in the river
alluvium group and one CPT sounding that extended to 30 m
in the lacustrine terrace group; however, there were eight
borehole shear-wave profiles that extended to 35 m. There-
therefore, all of the available borehole shear-wave profiles
were used to calculate the average velocity from 20 to 30 m depth
at 2-m intervals and to calculate the average velocity from 30
to 40 m depth at 4-m intervals. This assured that more than
eight measurements contributed to each interval average. The
one available 30-m CPT sounding in the river alluvium group
and the one available CPT sounding in the lacustrine terrace
group agreed with the borehole shear-wave velocity averages
to within one standard deviation. Therefore, the average
borehole shear-wave velocity profile was used for all groups
for depths greater than 20 m. For the loess and colluvium
group, the only two available borehole shear-wave velocity
measurements were used to calculate average velocities at
2-m intervals to a depth of 10 m.

The average velocity and the standard deviation of the
velocity at each depth for the three groups are shown in
Figure 5 and listed in Table 3. The standard deviation of
the differences between all of the individually observed layer
velocities and the average layer velocities is 63.9 m/s. The
uncertainty for each velocity at each depth is also listed in
Table 3 and is equally as important as the velocity value
because it determines the range of variations that are simu-
lated in the site-amplification analysis to determine the
uncertainty in the site amplification. Note that there is not
a large range of velocities present for the soils among the
reference velocity models, so the variations in bedrock depth
are likely to play a more important role than soil type in the
final amplification calculation.

Each grid point in the study area is then assigned one of
the four velocity profiles based on its location. This yields
the geographic distribution of reference velocity profiles
shown in Figure 6. At each site, the appropriate reference
model velocities are used above the bedrock depth at that
point, and the bedrock velocity is used below that depth.

Bedrock Depth

Previously mapped bedrock elevation contours at a
1:500,000 scale (Gray, 1983) are not detailed enough to
capture smaller scale variability of the bedrock surface that
controls site amplification. Development of a detailed model
for bedrock depth based on all available data is required to
calculate the site response. The compiled depth observations
from SPT measurements, oil, gas, and water well logs, and
P-wave refraction measurements were used to determine a
model for the bedrock depth. At each available data point,
the bedrock elevation was calculated by subtracting the bed-
rock depth from the USGS 1 arcsecond digital elevation
model (DEM) raster value at the point location (USGS,
2004). Points were included beyond the nine-quadrangle
area of interest to avoid edge effects in the interpolation.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>58 CPT profile data collected by the USGS</td>
<td>Holzer (2003)</td>
</tr>
<tr>
<td>26 borehole S-wave velocity profiles</td>
<td>Eggert et al. (1994)</td>
</tr>
<tr>
<td>570 SPT blow count data at 59 geotechnical boring sites</td>
<td>(Y.-S. Choi and J. Hill, personal commun., 2005)</td>
</tr>
<tr>
<td>228 P-wave seismic refraction profiles</td>
<td>Radman et al. (1973)</td>
</tr>
<tr>
<td>15 nearby S-wave refraction profiles</td>
<td>CUSEC (2004)</td>
</tr>
<tr>
<td>Indiana Geological Survey iLITHI GIS database of approximately 827 water well logs</td>
<td>Bleuer (2000)</td>
</tr>
<tr>
<td>583 Kentucky Geological Survey oil, gas, water well logs</td>
<td>(R. Counts, personal commun., 2005)</td>
</tr>
</tbody>
</table>

Table 2
Descriptions of Subsurface Observations Available in the Evansville Region
Several steps were combined in the process to interpolate the point data to construct an optimal gridded bedrock depth model. The uplands within the study area are primarily loess-covered bedrock. As the loess was deposited, it formed a blanket of eolian sand and silt that gradually increases in thickness from the northeast to the southwest. Because the loess surface mimics the bedrock surface, the bedrock depth (soil thickness) is interpolated rather than bedrock elevation. In that way, a smoothly interpolated bedrock depth model that has limited spatial resolution actually results in a bedrock elevation model with comparable roughness to that of the surface. On the other hand, in the lowlands regions where the current surface topography is a result of river processes and is not directly dependent on the bedrock elevation, we smoothly interpolate the bedrock elevation data points so that the complexity of the bedrock surface realistically reflects the resolution of the data density. The uplands model and lowlands model are merged at the 110 m above sea level (ASL) bedrock elevation contour level, which corresponds very closely to the location of the edge of the ancient bedrock valley walls. The resulting bedrock depth and bedrock elevation maps are shown in Figure 7. The standard deviation of the difference between the data points and the model surface is 1.2 m in the uplands and 3.7 m in the lowlands. This uncertainty is also important in determining the range of variation in the site response calculated at each point. At several point locations, where detailed independent information was available (i.e., at the Advanced National Seismic System [ANSS] seismic station site, the Pigeon Creek geotechnical site, and a refraction profile location), the bedrock surface

Figure 3. Locations of subsurface observations used in the Evansville region.
did fall within the two standard deviations of the bedrock elevation model at those points.

The bedrock depth is greatest within the ancient bedrock valley underlying the current Ohio River floodplain, where the surface is categorized primarily as different types of alluvium and outwash deposits on the surficial geologic map (Fig. 2). The bedrock depth is as great as 50 m close to the Ohio River, with very steep valley walls in the ancient bedrock topography at depth. In contrast, bedrock depth in the northern or southern upland areas is relatively shallow, usually less than 13 m, reflecting the varying thickness of overlying loess or colluvium. There are large changes in soil thickness at the edges of the river valley.

Site-Amplification Calculation

The variation of bedrock depth and the shear-wave velocity in the soil and bedrock are the primary parameters influencing site amplification. An approximate map of the resonant period at each grid point was calculated to give a preliminary indication of how site-amplification maps and probabilistic hazard maps are expected to vary spatially as a function of period. At each point, the appropriate reference model velocities are averaged over depth from the specific bedrock depth at the site to the surface using a weighted average based on travel time in the layers. An estimate of the fundamental period was calculated at each point within the study area using the approximate relation

\[ T = \frac{4d}{V_s} , \]

where \( d \) is depth and \( \bar{V}_s \) is the depth-averaged shear-wave velocity.

While the use of this formula is not accurate enough for the final seismic-hazard products, from this simplified calculation, the amplification within the floodplain is evident for periods near 1.0 s (Fig. 8). The amplification at a resonance near 0.2 s shows up at the edges of the floodplains, where the sediments are approximately 5–15 m thick.

Site effects are often accounted for by multiplying the spectral accelerations determined from the PSHA for rock conditions by site response coefficients. However, these coefficients do not account for the uncertainty in the soil properties. The PSHA calculation considers uncertainties in source and attenuation, so it should also take into account the uncertainty in the knowledge of the amplification factor and the uncertainty in the profile properties from which the amplification was derived. Otherwise, this type of calculation is not completely probabilistic. The methodology developed for a completely probabilistic calculation incorporating site effects (Cramer, 2003) has been successfully applied to the Memphis area (Cramer et al., 2004). In the Memphis study,
site-amplification factors are calculated that indicate how bedrock ground motions are amplified or deamplified depending on the soil conditions, as well as the uncertainty in that amplification. A similar approach is taken in this study.

For the actual amplification calculation, we use a one-dimensional (1D) frequency domain approach, assuming shear waves incident on the bedrock/soil interface propagating vertically in a one-dimensionally varying medium (SHAKE91; Idriss and Sun, 1992). It takes into account nonlinear behavior of the soil column using an iterative equivalent linear elastic method. The code has been modified to double the standard precision of the calculations so that soil properties (shear modulus reduction curves and damping curves with a natural lognormal standard deviation of 0.35 (EPRI, 1993). Random variation is introduced into the scaled input bedrock ground motion used in each realization by selecting from a set of 16 ground motions for each realization (Table 4). The 16 input ground-motion recordings come from the Pacific Earthquake Engineering Research (PEER) strong ground-motion database (see Data and Resources). The 100 realizations are used as input to the site response calculation to create a distribution of possible site-amplification factors at each site for each frequency and for 12 different levels of input ground motion, from 0.01–1.0g, at the bedrock interface. At each frequency, the site-amplification distribution is calculated separately with input seismograms scaled to a given response spectral level at that frequency. For example, for the amplification calculation at 0.2-s period and a 0.05 input ground-motion level, the site response is computed using input ground motions scaled to 0.05g in response to spectral amplitude at a 0.2-s spectral acceleration. There is no approximation made to scale a 0.2-s value using a standard response spectral shape, which would require further corrections that are not needed if the response is scaled directly at the frequency of interest. The scaling at specific frequencies also makes the calculation less sensitive to differences that are not needed if the response is scaled directly at the frequency of interest. The scaling at specific frequencies also makes the calculation less sensitive to differences in input spectral shape between earthquakes selected in Table 4 and spectra for large earthquakes in the eastern U.S. Inclusion of synthetic ground motions calculated for the eastern U.S. in Table 4 also help account for these differences in the distribution of amplification factors. The median and lognormal standard deviation of the amplification

<table>
<thead>
<tr>
<th>River Alluvium Group</th>
<th>Outwash Terrace Group</th>
<th>Lacustrine Terrace Group</th>
<th>Loess and Colluvium Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (m)</td>
<td>Velocity (m/s)</td>
<td>Standard Deviation (m/s)</td>
<td>Velocity (m/s)</td>
</tr>
<tr>
<td>0.00</td>
<td>196.6</td>
<td>39.2</td>
<td>0.00</td>
</tr>
<tr>
<td>1.75</td>
<td>216.9</td>
<td>51.5</td>
<td>1.75</td>
</tr>
<tr>
<td>3.75</td>
<td>202.6</td>
<td>44.5</td>
<td>3.75</td>
</tr>
<tr>
<td>5.75</td>
<td>187.2</td>
<td>26.9</td>
<td>5.75</td>
</tr>
<tr>
<td>7.75</td>
<td>199.7</td>
<td>25.7</td>
<td>7.75</td>
</tr>
<tr>
<td>9.75</td>
<td>218.2</td>
<td>34.8</td>
<td>9.75</td>
</tr>
<tr>
<td>11.75</td>
<td>231.5</td>
<td>21.5</td>
<td>11.75</td>
</tr>
<tr>
<td>13.75</td>
<td>257.8</td>
<td>31.2</td>
<td>13.75</td>
</tr>
<tr>
<td>15.75</td>
<td>277.0</td>
<td>39.5</td>
<td>15.75</td>
</tr>
<tr>
<td>17.75</td>
<td>286.5</td>
<td>38.0</td>
<td>17.75</td>
</tr>
<tr>
<td>19.75</td>
<td>301.1</td>
<td>88.7</td>
<td>19.75</td>
</tr>
<tr>
<td>23.75</td>
<td>316.5</td>
<td>84.7</td>
<td>23.75</td>
</tr>
<tr>
<td>27.75</td>
<td>297.0</td>
<td>73.9</td>
<td>27.75</td>
</tr>
<tr>
<td>31.75</td>
<td>320.2</td>
<td>112.5</td>
<td>31.75</td>
</tr>
<tr>
<td>35.75</td>
<td>373.2</td>
<td>59.1</td>
<td>35.75</td>
</tr>
<tr>
<td>39.00</td>
<td>541.6</td>
<td>73.6</td>
<td>39.75</td>
</tr>
<tr>
<td>60.00</td>
<td>1251.1</td>
<td>283.5</td>
<td>60.00</td>
</tr>
</tbody>
</table>

*Depth to the top of the layer is given.

Table 3

Depth-Dependent Shear-Wave Velocities for the River Alluvium, Outwash Terrace, Lacustrine Terrace, and Loess and Colluvium Groups*
factors are tabulated at each input ground-motion level. Maps of the amplification factor are presented in Figure 9 for selected input ground motion levels. Differences seen in the maps for input ground-motion levels of $0.05g$, $0.2g$, and $0.5g$ illustrate the nonlinearity produced by the modification of the shear modulus at high strains. There is a clear correlation with soil depth in the resulting maps.

The amplification for PGA is high outside the limits of the subsurface bedrock valley. The greatest amplification is a factor of 3.25. The smallest amplification is seen in the southeastern quadrangle where bedrock is found at or near the surface. The nonlinear response is seen in the decrease in mean PGA amplification over the entire area from a factor of 2.75 for small ground motions to a factor of 1.75 for large ground motions. The amplification at 0.2-s period is greatest around the edges of the uplands, where depths corresponding to resonant frequencies of $0.2–0.3\,s$ are seen in the resonant period map (Fig. 8). Amplification factors are greater than 4.5 in these areas for small input ground motions. Average amplification decreases from 2.9 to 1.5 with increasing input ground motion due to nonlinear response. For 1.0-s period, strong amplification occurs within the limits of the steep-sided ancient bedrock valley beneath the Ohio River floodplain. There is a large change in amplification factor in the bedrock valley, from 3.5 to 2.1, as input ground motions increase. The overall patterns seen in the amplification at different periods are consistent with the approximate resonant period calculated for the bedrock depth model. Amplification will have a large effect on the probabilistic seismic hazard.

We examined the sensitivity of the amplification factors to the accuracy of the reference model compared to the sensitivity of the amplification factors due to the input ground-motion time histories. Because the overall variations in shear-wave velocity among the four profile types are on the same order as the uncertainties, we would expect that the accuracy of the velocity model would not be very critical. We compared the response for the depth-dependent reference model with several of the individual CPT profiles that were used to calculate the reference model. For small (0.001–$0.01g$) input ground-motion levels, the response was quite similar in both amplitude and period for the reference model and the individual CPT profiles regardless of the input ground-motion characteristics. For large input ground-motion levels, the variations in response for one reference profile for the range of input ground motions were much larger than the variations in response for the individual CPT
profiles for a single input ground motion, although the fundamental resonant period did not vary significantly. The strong dependence on the ground-motion record illustrates why it is important to use several ground motions to evaluate the site response, and this was the motivation for selecting a large sample of 16 different ground motions to account for this uncertainty in the resulting amplification factors.

The bedrock model that has been developed has a relatively steep-sided bedrock valley underlying the Ohio River and associated floodplain. Because the resulting amplification maps show a strong dependence on the soil thickness at the edges of this bedrock valley, future work should address the extent to which the 3D geometry affects soil response. Calculating the 1D response using laterally varying 1D soil profiles using SHAKE91 has been applied in this type of study in other areas, such as Charleston, South Carolina (Silva et al., 2003; Chapman et al., 2006); St. Louis, Missouri (Williams et al., 2007); Memphis, Tennessee (Cramer et al., 2004; Cramer, 2006); and in the St. Lawrence River valley near Ottawa, Canada (Benjumea et al., 2008; Motazedian and Hunter, 2008). However, it may not fully capture the 3D response near the bedrock valley edges in the Evansville area. Now that a 3D velocity depth model has been developed, this region is a strong candidate for further study using a 3D site response calculation method to investigate possible basin effects; however, that is beyond the scope of the present study.

The effects of liquefaction, complex nonrandom variations in $V_S$ within a region that we treat with random variations from a single reference profile, and more complex variations in bedrock velocity could also affect the true response at a site. Future work should also focus on the collection and analysis of additional seismic data in order to validate the
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**Table 4**

<table>
<thead>
<tr>
<th>Event</th>
<th>Date (yyyy-mm-dd)</th>
<th>$M_w$</th>
<th>Site</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cape Mendocino</td>
<td>1992-04-25</td>
<td>7.0</td>
<td>CPM (CDMG 89005) Cape Mendocino</td>
<td>N, E</td>
</tr>
<tr>
<td>Kobe</td>
<td>1995-01-16</td>
<td>6.9</td>
<td>KJMA</td>
<td>N, E</td>
</tr>
<tr>
<td>Landers</td>
<td>1992-06-28</td>
<td>7.3</td>
<td>JOS Joshua Tree</td>
<td>N, E</td>
</tr>
<tr>
<td>Duzce</td>
<td>1999-11-12</td>
<td>7.1</td>
<td>1060</td>
<td>N, E</td>
</tr>
<tr>
<td>Kocaeli</td>
<td>1999-08-17</td>
<td>7.4</td>
<td>GBZ</td>
<td>W</td>
</tr>
<tr>
<td>Kocaeli</td>
<td>1999-08-17</td>
<td>7.4</td>
<td>IZT</td>
<td>S</td>
</tr>
<tr>
<td>Loma Prieta</td>
<td>1989-10-18</td>
<td>6.9</td>
<td>47379 Gilroy Array #1</td>
<td>N, E</td>
</tr>
<tr>
<td>Chi-Chi</td>
<td>1999-09-20</td>
<td>7.6</td>
<td>TCU046</td>
<td>N, W</td>
</tr>
<tr>
<td>Simulated*</td>
<td>7.5</td>
<td></td>
<td></td>
<td>horizontal</td>
</tr>
<tr>
<td>Simulated*</td>
<td>8.0</td>
<td></td>
<td></td>
<td>horizontal</td>
</tr>
</tbody>
</table>

*Beresnev and Atkinson (2002).*
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**Figure 7.** Left: Contoured bedrock depth (meters). Right: contoured bedrock elevation (meters ASL). The steep-sided ancient bedrock valley is evident in both maps beneath the floodplain of the present-day meandering Ohio River.
amplifications calculated with the model, especially at locations where infrastructure and population are most likely to be affected. A recent study of the 2008 $M_w$ 5.4 Mt. Carmel earthquake in Illinois showed site resonances of 0.1 s and 0.5 s for USIN and EVIN, two seismic stations found within the study area (Odum et al., 2010). This is at the lower end of the range of uncertainty for the site resonant periods calculated using the quarter-wavelength approximation for these two sites. The approximate resonant period calculated using the model derived in this study is 0.1–0.3 s for site USIN and 0.4–0.6 for EVIN. Earthquake sources like these are rare, so methods that use a horizontal-to-vertical ratio of noise recordings, for example, are another way that the lateral variation of response could be tested more thoroughly, at least for lower input ground-motion levels.

Probabilistic Seismic-Hazard Calculation and Results

The amplification factors computed in the previous section are incorporated into the calculation of the probabilistic seismic hazard in the following manner. When constructing the hazard curve for an individual point in the map area, the probability of a given source producing shaking at the site is calculated in the same way as described in the previous section for the national seismic-hazard maps, except for the use of the attenuation curves. When calculating the probable level of ground motion appropriate for the source size and distance, a modified attenuation relation is used. The attenuation relations in Table 1 are modified based on the amplification factor distribution for the site of interest to provide new attenuation relations valid for a soil site with modified uncertainties (Cramer, 2003). These modified attenuation relations are used to construct the hazard curve for the site that gives the probability of a certain ground-motion level being exceeded, given the probability of occurrence of each seismic source. The ground motion corresponding to a prescribed probability level of exceedance is selected from the hazard curve at each site to make the final PSHA that now includes the site amplification and its associated uncertainties.

The probabilistic seismic-hazard maps have been computed for PGA and spectral acceleration at 0.1-, 0.2-, 0.3-,
0.5-, 1.0-, and 2.0-s periods with 2%, 5%, and 10% PE in 50 yr. The 2% maps for PGA, 0.2-s, and 1.0-s periods are presented here (Fig. 10). PGA values of 0.5–0.6\(\text{g}\) are found uniformly across the northwestern and southwestern parts of the map area, corresponding to shallow bedrock areas. The 0.2-s spectral acceleration reaches 1.3–1.5\(\text{g}\) north and south of the Ohio River valley where soils are 10–15 m thick. At 1.0-s period, the higher accelerations of 0.3–0.45\(\text{g}\) are strictly limited to the ancient bedrock valley beneath the floodplain and major ancient bedrock tributaries leading into the main valley.

By considering the effect of local site conditions on ground motions, the probabilistic seismic-hazard analysis overall raises the estimates of acceleration with 2% probability of being exceeded in 50 yr when compared with the USGS 2008 national seismic-hazard maps, with certain exceptions. The PGA ranges from 0.3–0.7\(\text{g}\), compared with the values of approximately 0.3\(\text{g}\) provided in the national maps, which assume NEHRP class B/C conditions with a 30-m averaged shear-wave velocity of 760 m/s. The PSHA 0.2-s spectral accelerations range from 0.7–1.5\(\text{g}\) for the uplands areas and terraces with shallow-to-moderate depth sediments, compared with 0.5–0.7\(\text{g}\) in the national maps. On the other hand, within the ancient bedrock valley beneath the floodplain, spectral accelerations are comparable to the national map values of 0.5–0.7\(\text{g}\). The PSHA 1.0-s spectral accelerations are as high as 0.45\(\text{g}\) within the limits of this ancient bedrock valley, but range from 0.1 to 0.2\(\text{g}\) outside that area where values are comparable to the national map values.

Because the soil types of the Evansville area have characteristics typical of NEHRP class D site conditions (\(V_s\) less than 360 m/s) at the surface, it is relevant to compare the high-resolution PSHA results that include site amplification to the national map values with a uniform site D amplification factor applied (Building Seismic Safety Council, 2003;
The high-resolution PSHA maps for PGA with completely probabilistic treatment of site effects, can then be seen to have significantly larger accelerations than those provided in the national maps with NEHRP class D conditions in almost all areas aside from the ancient bedrock valley. The high-resolution PSHA map for 0.2-s spectral accelerations shows much higher values than the 0.6–0.8g values of the USGS 2008 national maps with site D conditions, except within the ancient bedrock valley where 0.8g in the national maps is lowered to 0.6g with the probabilistic site conditions. The PSHA 1.0-s spectral accelerations, when including site effects, are seen to be comparable to the national map values with D site conditions for most of the area within the limits of the ancient bedrock valley, but are significantly lower outside those limits. Several factors contribute to these differences. First, while materials at the surface appear to have class

![Figure 10](https://example.com/figure10.png)

**Figure 10.** Upper left: Inset shows PGA level with 2% probability of being exceeded in 50 yr from the high-resolution probabilistic calculation including site effects. Background shows the USGS 2008 national map values for NEHRP site class B/C. Upper center: the same as the upper left for 0.2-s spectral acceleration. Upper right: the same as the upper left for 1.0-s spectral acceleration. Lower left: Inset shows PGA level with 2% probability of being exceeded in 50 yr from the high-resolution probabilistic calculation including site effects. Background shows the USGS 2008 national map values for NEHRP site class D. Lower center: the same as the lower left for 0.2-s spectral acceleration. Lower right: the same as the lower left for 1.0-s spectral acceleration. All plots are in units of acceleration (g).
D-type seismic velocities, the thickness varies, and in particular, thinner soils (<25 m) surrounding the Ohio River valley will not have resonances near 1.0 s. Second, the NEHRP amplification factors are derived from data outside the CEUS. Third, nonlinearity for large input ground motions appears to be important in limiting the maximum accelerations. This results from shear-wave modulus reduction and damping curves iteratively applied in the site-response calculation. The modulus reduction curves and damping curves are based on generic soil properties. Given that they have a significant impact on the final result, it suggests that more work should be aimed at improving our knowledge with in situ measurements of these properties.

The impact of site effects on seismic hazard has been investigated in several areas in the CEUS with exposure to hazard from historic source zones: Charleston, South Carolina (Silva et al., 2003; Chapman et al., 2006); St. Louis, Missouri (Williams et al., 2007); Memphis, Tennessee (Cramer et al., 2004; Cramer, 2006); and in the St. Lawrence River valley near Ottawa, Canada (Benjumea et al., 2008; Motazedian and Hunter, 2008). These locations have similar near-surface fluvial depositional characteristics, with similar seismic velocities measured in the 100–300 m/s range near the surface. Data collected in these regions also lead to partitioning into upland areas with some low-topographic relief and with relatively shallow soils (<20 m) and flatter alluvial areas with thicker soil units (>30–40 m) based on geotechnical measurements. Similar results were found among these studies in terms of significant amplification occurring in upland areas with thinner sediments at 0.2–0.4 s and amplification occurring in the lowlands with periods >0.8 s. This effect is dramatic in the Evansville area because of the steepness of the bedrock topography. On the other hand, Charleston and Memphis have deep sequences of Tertiary and Cretaceous units forming large-scale basin structures with \( V_S \) in the 600–1200 m/s range and approximately 600–1200 m thick before reaching bedrock in addition to shallow low-velocity unconsolidated soil layers. The effects of the near-surface units and the Tertiary/Cretaceous units were investigated separately in Chapman et al. (2006). Both the Memphis and Charleston study areas have amplification factors on the order of 3 at 1.0-s period throughout the study region regardless of the presence of the low-velocity soils near the surface layers. For near-surface response, general similarity among these studies provides some support to the approach of using high-resolution topography as a proxy for \( V_S \) (Allen and Wald, 2009), when thick Tertiary/Cretaceous sequences are not present. The steep bedrock valley walls in the Evansville area create a very clear spatial signature that is quite different at 0.2-s and 1.0-s periods, compared with other study areas. The Evansville area is a strong candidate for further study using a 3D site response calculation method because the current calculation was based on a 1D spectral approach that will likely have limited accuracy near the valley edges.

Conclusions

Detailed geologic mapping and comprehensive CPT sampling of soil profiles in the Evansville region now make it possible to estimate site amplification and its uncertainty with a high level of detail. The unique depositional history of the soils in the region creates several distinct soil profile types, each of which has been characterized statistically in this study. The amplification patterns that emerge at all frequencies are strongly controlled by depth to bedrock. The distributions of the amplification factors (median and log standard deviation) have been characterized at each 0.01° grid point within the region by calculating site response with 100 realizations of the soil profile properties. The distributions of amplification factors have then been used in a completely probabilistic methodology for including site effects in the probabilistic hazard calculation. The resulting PSHA maps of acceleration with 2% probability of exceedance in 50 yr show patterns with strong local variations, and these maps locally exceed the national seismic-hazard map values with B/C site conditions. When compared to the national maps with a uniform site D class amplification factor applied, there are large local differences between the national maps and the high-resolution PSHA maps at all periods, which illustrates the importance of using a high-resolution seismic-hazard analysis in this type of environment.

This study illustrates that at distances from 150–350 km from a major seismic-hazard zone like New Madrid, the variations in hazard values due to local site effects can be more important than variations in hazard values due to proximity to potential seismic sources. Similar urban seismic-hazard assessments should be encouraged to promote seismic-hazard mitigation for land planning and zoning at the local level in other areas where distant seismic sources are of concern.

Data and Resources

CPT data were taken from the USGS CPT Data for Evansville, Indiana, Area, collected by T.L. Holzer and the USGS Western Earthquake Hazards Team in 2003 and 2004 and can be obtained at http://earthquake.usgs.gov/regional/nca/cpt/data/?map=evansville (last accessed September 2009).

Ground-motion recordings are from the PEER strong ground-motion database, available at http://peer.berkeley.edu/smcat/ (last accessed September 2009).

S-wave refraction profiles are available in Bauer and CUSEC (2005). Images can be obtained at the following web site: http://earthquake.usgs.gov/research/external/reports/01HQGR0195.pdf (last accessed September, 2009).

The SPT blow count data are available by request to the Indiana Geological Survey in Bloomington, Indiana.

The P-wave refraction data are available online at the following web site: http://inmap.indiana.edu/dload_page/geology.html (last accessed September 2009)
The iLITH GIS water well log database, along with the report, and ArcView plotting tools are available in Brown et al. (2008).

The bedrock depth data from oil, gas, and water well logs in Kentucky are archived at the Kentucky Geological Survey and can be obtained by request to the Kentucky Geological Survey, Henderson, Kentucky.

The Geographic Information System files containing the velocity and bedrock depth models, amplification results, and PSHA maps will be made available electronically at the Indiana Geological Survey http://www.igs.indiana.edu/arcims/index.cfm.
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