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Abstract

The use of wireless technology is rapidly growing. The demand is so huge that the limited supply of resources is becoming the bottleneck. Thus, network designs need to be rethought. Most of the analyses to date consider complete network information, perfect knowledge of channel state at the receivers, perfect knowledge of location of destination or perfect feedback link. This is an idealization and new design strategies accounting for the imperfect or incomplete information are needed. In this thesis, we will consider the effect of various forms of incomplete and imperfect knowledge motivated by practical protocol designs. The basic theme of the results is an old adage “If we know more, we can achieve more.” This thesis applies this adage to networks, where more information about the network translates into higher throughput or diversity.

We will first study a diversity multiplexing tradeoff for both frequency division duplex (FDD) and time division duplex (TDD) systems, when both receiver and transmitter knowledge about the channel is noisy and potentially mismatched. We break the mold of all current channel state based protocols by using multiple rounds of conferencing to extract more bits about the actual channel. Multiple rounds of conferencing provide more refined information about the network at the nodes, leading to improved diversity order with every round of communication. The protocols are on-demand in nature, using high powers for training and feedback only when the channel is in poor states. The key result in FDD systems is that the diversity multiplexing tradeoff with perfect training and $K$ levels of perfect feedback can be achieved, even when there are errors in training the receiver and errors in the feedback link, with a multi-round protocol which has $K$ rounds of training and $K - 1$ rounds of binary feedback. For TDD systems, we also develop new achievable strategies with multiple rounds of communication between the transmitter and the receiver, which use the reciprocity of the forward and the feedback channel. The multi-round TDD protocol achieves a diversity-multiplexing tradeoff which uniformly dominates its FDD counterparts, where no channel reciprocity is available.
We will then focus on the case when the destination is mobile and the placement of base station and the relay station in the network has to be decided. To make progress, we introduce an alternative perspective where the objective is maximizing \textit{coverage} for a given rate. The new objective captures the problem of how to deploy relays to provide a given level of service to a particular geographic area, where the relay locations become a design parameter that can be optimized. We evaluate the decode and forward (DF) and compress and forward (CF) strategies for the relay channel with respect to the new objective of maximizing coverage. When the objective is maximizing rate, different locations of the destination favor different strategies. When the objective is coverage for a given rate, and the relay is able to decode, DF is uniformly superior in that it provides coverage at any point served by CF. While the coverage provided by DF is sensitive to changes in the location of the relay and the path loss exponent, CF exhibits a more graceful degradation with respect to such changes.

Finally, we formalize the increase of sum-rate with increased knowledge of the network state in an interference network. The knowledge of network state is measured in terms of the number of hops of information available to each node and is labeled each node’s local view. To understand how much capacity is lost due to limited information, we propose to use the metric of normalized sum-capacity, which is the h-hop local view sum-capacity divided by global-view sum-capacity. For the cases of one and two-local view, we characterize the normalized sum-capacity for many classes of deterministic and Gaussian interference networks. In many cases, a scheduling scheme called maximal independent graph scheduling is shown to achieve normalized sum-capacity. We also show that its generalization for one-hop local view, labeled coded maximal independent set scheduling, achieves capacity whenever its uncoded counterpart fails to do so.
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Chapter 1

Introduction

1.1 Motivation

Use of wireless networks is everywhere these days - from disaster areas to less-troubled climes. Wireless technology has literally changed our lives. Just 20 years ago, contacting people within a country was difficult, forget about across continents. A letter would take a few days to a few weeks, a phone call was not accessible in every home, there were no cell-phones to communicate while outside the residence or office. Wireless technology now has made our lives easier but the quest for improvement has not stopped. These days we need wifi everywhere, even in air-planes. We want to access movies over wireless, make wireless video calls, read books, play games over wireless, surf the web, etc. all in a small device like a cell phone. This quest has led to the development of several hand-held wireless devices like smartphones, iPad, Amazon Kindle etc. in the last few years. The use of wireless technology is not only limited to wifi and handheld wireless devices, but can also be used in large sensor networks for instance to measure weather conditions, body area networks to send the messages from parts of the body to the hospital if needed. The use of wireless technology has increased so much that the network service providers are having a hard time to meet the demands of the customers.
Since the nodes in a wireless network are mobile, the information about the network cannot be fully obtained throughout the network. As a result, each of the nodes in the network has incomplete or imperfect information about the network. This knowledge would lead to different sets of decisions at the nodes - when, what and how to transmit? Less information or noisier information about the network leads to poor decisions in terms of the achievable throughput. Thus, understanding what can be done with a given amount of local information and how the increase in local information yields improved decisions at the nodes is a fundamental challenge.

The problem of finding decisions with less or imperfect information has been studied from various aspects. Some of these formulations include compound channels, knowledge or non-knowledge of channel state information at the nodes, quantized perfect channel state information at the nodes, etc. However, the study of local information is still very idealized in the current literature which keeps the theory distant from the actual implementations. Even in the case of point-to-point channels, neither the forward nor the feedback channel is perfect. The more information that can be propagated over the channels, the better is the performance but there is more overhead in passing the information. The problems increase with more nodes in the network. The users in a network are mobile, so the system cannot be designed considering a fixed user location. The network design has to support the largest region in which a user can be present since there is uncertainty of the location of the users. Further, the mobility of nodes causes incomplete channel knowledge at different points in the network. The main motivation is to understand the networks with limited information at the nodes which would lead to better system designs and bridge the gap between theory and implementation.

In this thesis, we will focus on three main issues with imperfect or incomplete information in wireless networks. These issues are explained in the next three sections.
1.2 Imperfect Channel Estimates and Imperfect Channel State Feedback

Consider the feedback point-to-point system shown in Figure 1.1, where the receiver first measures the channel and sends a feedback signal to the transmitter about the channel. The transmitter uses the channel information about the channel conditions to adapt its transmission strategy. A common feedback model involves encoding the channel knowledge at the receiver into a finite number of bits or a real number. The majority of the work to-date assumes that either the channel knowledge at the receiver is perfect and/or the feedback channel is noise-free [14, 20, 21, 25, 27, 28, 30, 33–36, 40, 45, 46, 50, 52]. The above body of work thus serves as an upper bound to the performance of a system where channel information at the transmitter and receiver is approximate and potentially mismatched.

![Figure 1.1: A feedback based adaptive transmission system.](image)

Imperfect channel knowledge at the transmitter and receiver is unavoidable in wireless communications since the channel $H$ (see Figure 1.1) is time-varying and hence has to be measured periodically by the receiver to assist in transmitter adaptation. To measure the channel, the transmitter sends a periodic finite length training signal, which is used at the receiver to form an estimate of the channel. The channel estimate is then encoded by the receiver and sent over a feedback channel which often is also a wireless link, and is thus prone to errors. In this scheme, a fundamental question is how much information about the channel can be extracted, which both the transmitter and receiver can agree upon. In short,
the transmitter and receiver have to agree upon the state of the channel by conversing over a noisy fading channel. In this thesis, we make progress towards the above question for the case of power control, with the objective to minimize the outage probability.

If the channel information is known perfectly at the transmitter and the receiver, then the transmitter can perform power control to invert the effect of a multiplicative fading channel. The inversion conserves power in good channel states by using less transmit power, while using more transmit power in poor channel conditions. If the transmitter knowledge is limited to a finite-bit approximation of the perfect receiver knowledge, then the quantized power control [33, 34, 36] is an approximation of the ideal power inversion. Much like the ideal channel inversion, the quantized power control delivers an average received signal-to-noise ratio (SNR) by exploiting the fact that poor channel states are very rare and hence large peak powers are also used rarely.

In this thesis, we consider the achievable diversity multiplexing tradeoff when the transmitter and receiver “conference” about the channel, which allows the transmitter to perform a more precise power control and achieve better performance. The conferencing assumes no genie-knowledge at any point, and can be viewed as a consensus problem over noisy channels. The use of multiple rounds is similar in spirit to the improvement in error exponents by using the Schalkwijk-Kailath-like feedback-based coding scheme [37, 43, 49] for feedback in Gaussian channels. The multi-round strategies involve zooming into the region where there is some uncertainty. In the Schalkwijk-Kailath coding scheme, the transmitter starts with a coarse version of the message and then refines it with more rounds of feedback. In our scheme, the channel is unknown and the feedback is used to resolve the channel at the transmitter and the receiver. We model the forward and the backward channels as fading channels, but the nodes are not interested in both these channel gains. Thus only partial information is needed to decide upon the feedback and the power levels. In our scheme, the receiver learns the channel state information which is a continuous random variable unlike learning a discrete message in [49]. Moreover in our scheme, the feedback channel
has noise and is quantized in the case of FDD protocols unlike [49] where the feedback is a real number received noiselessly at the transmitter. Hence the basic idea of successive refinement in the two schemes is similar, but the schemes differ significantly.

1.3 Accounting Mobility of Users to Decide Placement of Fixed Nodes

The users in a network are mobile, and hence the base station and relay station cannot be placed in a network for a fixed destination location. In these cases, the design problem at hand is to maximize coverage for a fixed desired transmission rate. To make progress at the design problem, we will consider relay channels, which have recently attracted significant attention as a model for ad-hoc networks [42]. These channels model problems where one or more relays help a pair of terminals communicate. The general channel model was first considered by van der Meulen [55–57] and further studied in a ground breaking work by Cover and El Gamal [26]. Although the capacity region for the channel is still unknown, the results of [26] include two achievable coding strategies which were subsequently named decode-and-forward (DF) and compress-and-forward (CF). The Gaussian relay channel was examined by Kramer et al. [38] and Høst-Madsen and Zhang [31].

While a destination at some locations may benefit from relocating the relay, a destination at other locations will suffer. However, in many cases of practical interest, the location of the relay is determined at a time when the destination’s location is unknown. The destination is typically a mobile station, while the relay is often a fixed terminal, whose location is determined once, at the time that the network is designed.

Nevertheless, while the location of the destination may be unknown at the time of network design, the target transmission rate is typically known. Thus, the effect of changes in the relay (change of location or communication strategy) on the coverage region can be evaluated.
1.4 Accounting Mobility of Users to Decide Strategies with Local Information

Node mobility in wireless networks leads to constant changes in network connectivity at long time-scales and per link channel gains at short time-scales. The optimal rate allocation and associated encoding and decoding rules depend on both the network connectivity and the current channel gains of all links (commonly referred as network state). However, in large wireless networks, acquiring full network connectivity and state information for making optimal decisions is typically infeasible. Thus, in the absence of centralization of network state information, nodes have limited local view of the whole network. As a result, the local view of the nodes are mismatched and different from local views of other nodes. Thus, each node has potentially a different snapshot of the whole network. Due to mismatched local views, nodes’ decisions about their transmission (like rate, power, codebook) and reception (method of decoding) parameters are inherently distributed. The key question then is how do optimal distributed decisions perform when compared to the optimal decisions which have full network state information.

We immediately acknowledge the difficulty in answering the above question. Even with full global information, where each node knows the full network connectivity and current state perfectly, the capacity of general networks is an open problem. In light of that fact, our driving question adds additional complexity to the analysis by asking nodes to rely only on their local views.

In this thesis, we limit our attention to $K$-user single-hop interference networks with $K$ transmitters and $K$ receivers. Each transmitter communicates with its receiver in a single-hop fashion but in the process can interfere with an arbitrary number of receivers. The special cases include the classic two-user interference network, $Z$-network, one-to-many, many-to-one and fully-connected interference networks. In this thesis, we will consider both the deterministic [18, 24] and the Gaussian models for the network.
To model the local view, we will borrow the concept of hop distance from the networking literature and consider the case where each transmitter has a perfect knowledge of all channels within $h$ hops from it and has no knowledge of links beyond $h$ hops. As a result, if $h$ is less than the network diameter, a subset of transmitters will end with mismatched knowledge about the state of the channels. Since each channel gain can range from zero to a maximum value, our formulation is similar to compound channels [23, 47] with one major difference. In the multi-terminal compound network formulations, all nodes are missing identical information about the channels in the network. In our formulation, the hop-based model of local view leads to nodes with asymmetric information about the channels in the network. Thus to emphasize that the lack of knowledge is asymmetric, we have labeled the resulting compound channel capacity formulation as local view capacity. Finally, we assume that the nodes know the connectivity, i.e., which pairs of the links can exist but may or may not know the actual value of the channel gains on those links. In graph-theoretic parlance, the nodes are assumed to know the edges of the graph (i.e. the shape of the network) but not their weights which represent channel gains. This is partially motivated by the fact that the network connectivity often changes at a much slower time-scales than the channel gains.

Finally, realizing the difficulty of directly characterizing capacity (sum or the whole region), we propose to study the best guaranteed ratio of the sum rate with local view to the sum-capacity with full global view at each node. We label this as normalized sum-capacity, $\alpha^* \in [0, 1]$. Our goal then is to characterize the normalized sum-capacity as a function of the hops of information about the network that is available at the nodes. In many cases, it turns out that the normalized capacity is easier to characterize than the actual capacity since this involves finding sum-capacity for a smaller range of the values of channel gains.
1.5 Contributions of the Thesis

Our first objective is to understand the effect of imperfect channel estimation at the receiver and imperfect feedback, which is covered in Chapter 2. We give new conferencing protocols, which assume no genie-knowledge at any point, and can be viewed as a consensus problem over noisy channels. These protocols use novel concepts of power-controlled feedback and power-controlled training. It can be shown that the feedback sent using symbols of the same power provides very limited gains, and hence the power levels have to be optimized. Further, the training power levels are a function of the feedback symbol since all the error events have to be driven down using conferencing. The results for FDD and TDD systems can be described as follows, and will be provided in Chapter 2.

For FDD systems, suppose that the receiver quantizes the channel state and sends a feedback index consisting of $K$ levels. It was shown in [33, 36] that the diversity increases exponentially in $K$ for $mn > 1$ and linearly in $K$ for $mn = 1$ (where $m$ and $n$ are the number of transmit and receive antennas respectively). However, we show in this thesis that if the receiver obtains the channel state information by training and the feedback from the receiver is sent over a noisy channel, feedback bits help in resolving the channel state till the noise floor becomes dominant. If the channel estimate is below the noise floor, the channel estimate does not have sufficient resolution to extract additional bits of information about the channel. This restricts the increase in diversity with feedback bits. We further show that the diversity equivalent of 1-bit perfect feedback and perfect channel state at the receiver can be achieved with 1 bit of noisy feedback with two rounds of training at the receiver. These results extend to a quantized iterative protocol where we use $K$ rounds of training with $K - 1$ rounds of feedback to achieve the same diversity as $K$ levels of perfect feedback when the receiver knows perfect channel state information. The protocol uses $K$ rounds of training and $K - 1$ rounds of feedback to extract $\log_2(K)$ bits about the channel. The main idea in the proposed multi-round protocol is that the transmitter opportunistically sends higher training power when the previous round of training indicated that the channel
is below the noise floor. The power used by the nodes to send a training/feedback/data symbol in a channel event is governed by the probability of the channel event itself, so that a weighted average of the transmit power at the nodes meet the average power constraint. The above on-demand use of powers over many rounds helps increase the diversity beyond single shot estimation methods considered in all prior work. This is because the channel estimates at the nodes can be refined with increasing rounds of communication leading to larger diversities.

For TDD systems, the reciprocity in the forward and the backward channel can be utilized to achieve the gains in diversity. Due to reciprocity, if any of the nodes have perfect channel state information, the diversity gain is unbounded. However, if none of the nodes know the channel state, reciprocity allows the receiver to detect if the transmitter has made an error in understanding the previous feedback signal. Thus, the receiver can correct the transmitter’s actions more rapidly compared to the case of FDD protocols, where such immediate error detection at the receiver is not possible. The proposed protocol is able to achieve better diversity than the FDD results with 1.5 rounds. More precisely, this scheme achieves a diversity of \( mn(mn + 1) - (m + n - 1)r \) for multiplexing \( 0 < r < \min(m, n) \). For a \( m = 1 \) or \( n = 1 \), this strategy achieves the same diversity-multiplexing tradeoff as in the FDD system as the number of feedback levels go to \( \infty \). The knowledge at the nodes can be further refined by more rounds of training and feedback. In general, a \((K - 1)\) round strategy is able to achieve a diversity of \( mn(1 + mn + \cdots + (mn)^{K-1}) - (mn)^{K-2}(m + n - 1)r \) for multiplexing \( 0 < r < \min(m, n) \). The FDD and TDD iterative schemes have the same diversity in the limit as \( r \rightarrow 0 \), but the TDD scheme leads to higher gains at all non-zero multiplexing gains. All the results can be easily extended to Multiple-Access channels and have not been covered in this thesis.

In Chapter 3, we will consider our second objective, which is to consider placement of nodes to allow maximum coverage. The following simple example illustrates the difference between the performance measure considered in this thesis (maximizing coverage), and the
classic measure (maximizing rate). We assume the relay is at a normalized distance of 1 from the source, the average power constraints at the source and relay are 1, and the channel fade coefficient is $\alpha = 2$. If we fix the desired communication rate at $R = 1$ bits/channel use, our analysis will assert that DF achieves ubiquitously superior performance in terms of coverage as compared to CF. Specifically, the region of potential destination locations where communication at a rate of $R$ is possible using CF, is contained within the equivalent DF region.

In the above discussion, we fixed the target rate $R$ and simultaneously considered all potential destinations. We now switch to the classic problem formulation, where the attention is confined to one fixed destination, and the focus is on the maximum achievable rate at this destination. Specifically, we place the destination at an equal distance of 1 from the source and the relay and leave the rest of the parameters unchanged. In this case, DF can achieve a maximum rate of 1 bit/channel use at the destination, yet CF can do better: 1.17. Thus, CF achieves superior performance in terms of rate at this particular destination. This would appear to contradict our previous discussion, which asserted the ubiquitous superiority of DF. However, in the context of that discussion, we were not concerned with the precise value of the maximum achievable rate, only whether it was greater than the desired $R$. Using this concept of coverage, we show that DF is better than CF as long has relay has some minimum average power.

In Chapter 4, we will consider our third objective, which is to maximize global sum-rate in networks with mismatched local views. Nodes have to base their decision only on their local asymmetric views which in turn implies that their decisions are naturally distributed. One intuitive solution is for nodes to coordinate their transmissions such that the nodes beyond $h$ hops transmit only if they can cause no interference with $h$-hop size sub-network and thus each connected sub-network operates as if it is a network with full global information. This is formalized through the notion of an independent graph, which is defined as a sub-graph which admits a distributed encoding and decoding scheme which
achieves same sum-capacity as a scheme with full global information. We use this intuition to propose maximal independent graph scheduling, where the network is divided into sub-graphs (equivalently sub-networks) and the sub-graphs are scheduled orthogonally over time. The sub-graphs are chosen such that they are maximal independent graphs which ensure highest spatial reuse of the users.

For one hop information at the transmitters, maximal independent graphs are equivalent to maximal independent sets (MIS), which are largest subsets with non-interfering transmitter-receiver pairs. Note that maximal independent set scheduling or maximal weighted independent sets are often the optimal schedules under traditional SINR (signal to interference noise ratio) based protocol models for networks [53]. Our results show that MIS schedule is information-theoretically optimal in several cases. Hence, we provide an information-theoretic notion of optimality for MIS scheduling algorithms in those cases.

We show that in several cases, a maximal independent graph (MIG) scheduling algorithm achieves the maximum normalized sum-rate among all distributed encoding and decoding schemes, when the transmitters have no more than two hops of channel information. The MIG schedule is shown to be optimal for most three-user bipartite interference topologies, $K$-user cyclic chain, $K$-user $d$-to-many interference channel etc.

However, we show that the MIG schedule is not optimal in general for all network topologies and higher rates can be achieved by using a more sophisticated coding schemes. For example, in the case of one hop information at the transmitters in 3-user cyclic chain network, we show that a coded MIS (CMIS) schedule, where the coding is performed over two scheduling time-slots achieves a higher rate than pure scheduling based network. In CMIS scheduling, receivers of inactive transmitters continue listening and train themselves on the interference caused by other nodes. Then, they use this interference in a later slot to aid reliable decoding of their own codeword.

Parts of this thesis are published in [2–8, 10–16].
Chapter 2

Communication with Errors in Training and Feedback

In this chapter, we will provide multi-round iterative protocols that account for imperfection in the channel estimates at the receiver and imperfect feedback in point-to-point systems. We consider two systems- FDD where the forward and the feedback channel gains are independent, and TDD where the forward and the feedback channel gains are identical in Sections 2.2 and 2.3 respectively. We will provide on-demand power control algorithms with multiple rounds of conferencing between the terminals, assuming no genie-aided information of noiseless feedback or perfect training.

2.1 Problem Formulation and Preliminaries

2.1.1 Two-way Channel Model

Consider a multiple input multiple output (MIMO) channel with the transmitting node denoted by T and receiving node denoted by R. We will assume that there are \( m \) transmit antennas at the source node and \( n \) receive antennas at the destination node, such that the
input-output relation is given by

\[ T \rightarrow R : Y = HX + W, \] (2.1)

where the elements of \( H \) and \( W \) are assumed to be independent and identically distributed (i.i.d.) with complex normal distribution of zero mean and unit variance, \( \text{CN}(0, 1) \). The matrices \( Y, H, X \) and \( W \) are of dimension \( n \times T_{coh}, n \times m, m \times T_{coh} \) and \( n \times T_{coh} \), respectively. We assume that \( T_{coh} \) is the coherence interval so that the channel \( H \) is fixed during a fading block of \( T_{coh} \) consecutive channel uses, and statistically independent from one block to another. We further assume that \( T_{coh} \) is finite and does not scale with SNR. The transmitter is assumed to be power-limited, such that the long-term power is upper bounded, i.e., \( \frac{1}{T_{coh}} \text{trace}(\mathbb{E}[XX^\dagger]) \leq \text{SNR} \).

We consider both frequency-division and time-division duplex models for the feedback channel. In both cases, we assume that the same multiple antennas at the transmitter and receiver are available to send feedback, in a half-duplex manner. For the feedback path, the receiver will act as a transmitter and the transmitter as a receiver. As a result, the feedback source (which is the destination for data bits) will have \( n \) transmit antennas and the feedback destination (which is the source of data bits) will be assumed to have \( m \) receive antennas. Furthermore, a block fading channel model is assumed for the feedback channel,

\[ R \rightarrow T : Y_f = H_f X_f + W_f, \] (2.2)

where \( H_f \) is the MIMO fading channel for the feedback link, and \( W_f \) is the additive noise at the receiver of the feedback; both are assumed to have i.i.d. \( \text{CN}(0, 1) \) elements. The feedback transmissions are also assumed to be power-limited with a long-term power constraint given by \( \frac{1}{T_{coh}} \text{trace}(\mathbb{E}[X_fX_f^\dagger]) \leq \text{SNR}_f \). Without loss of generality, we will assume the case where the transmitter and receiver have symmetric resources, such that \( \text{SNR} = \text{SNR}_f \). All our results can be easily generalized to the case of asymmetric resource usage.
For the case of FDD systems, $H$ and $H_f$ are statistically independent. On the other hand, for the case of TDD, we assume that the $H$ and $H_f$ are perfectly correlated within one coherence interval, and adopt a phase-symmetric two-way channel model with $H_f = H^T$ [40, 52].

Figure 2.1: Two-way fading channel, where the forward and feedback channels use the same antennas.

2.1.2 Multi-round Protocols to Acquire Channel State

The two-way channel model allows the transmitter and receiver to conduct multiple rounds of information exchange. In this chapter, we will consider coding strategies where the transmitter-receiver perform a multi-round exchange to estimate the channel $H$, before sending the data in order to maximize system diversity order. A round is defined to consist of two transactions: a transmission sent from node $T$ to node $R$ and a return transmission from node $R$ to node $T$. We also define half-round, where only one node sends a transmission without receiving a transmission in exchange.

Figure 2.2 depicts the input-output signals and the temporal dependence between them. In round $i$, transmission from node $T$ is denoted as $X_i (X_{i-1}, Y_{i-1})$ where $X_{i-1} = \{X_1, X_2, \ldots, X_{i-1}\}$ are all the previous inputs and $Y_{i-1} = \{Y_{f,1}, Y_{f,2}, \ldots, Y_{f,i-1}\}$ are all the previous outputs of the feedback channel. Analogously, we define feedback channel input $X_{f,i} (X_{f,i-1}, Y_i)$. Since both $T$ and $R$ are assumed to be half-duplex and the multi-round protocol is always initiated by the transmitter $T$, the signal $X_{f,i}$ from node $R$ can depend on the last round of received signal $Y_i$. 
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2.1.3 Diversity-Multiplexing Tradeoff

In this chapter, we will focus on the asymptotic regime of large SNR. Thus, we adopt the notation of [60] in which $\hat{=} \equiv$ represents exponential equality as $a \hat{=} b$ if $\lim_{\text{SNR} \to \infty} \frac{\log(a) - \log(b)}{\log(\text{SNR})} = 0$. However, $a \hat{=} 0$ would mean that $a$ decays faster than any polynomial in SNR. In this chapter, we are only concerned with probability decaying polynomially with SNR and hence the probability of events that decay faster than polynomial decay (example, exponential decay) will not enter the calculations. We similarly use $<, >, \leq, \geq$ to denote exponential inequalities.

We will only consider the case when the codeword $X$ spans a single fading block. Based on the transmitter channel knowledge $G$, the transmitted codeword is chosen from the codebook $C_G = \{X_G(1), X_G(2), \cdots, X_G(2^{RT_{coh}})\}$, where $R$ is the rate of the codebook. All $X_G(k)$’s are matrices of size $m \times T_{coh}$. In this chapter, we will only consider single rate transmission where the rate of the codebooks does not depend on the transmitter knowledge, and the codebooks are derived from the same base codebook $C$ by power scal-
ing of the codewords. In other words \( C_G = \sqrt{P_G} C \), where the product implies that each element of every codeword is multiplied by \( \sqrt{P_G} \) where each codeword \( X(k) \in C \) has unit power. Thus, \( P_G \) is the power of the transmitted codewords. Recall that there is an average transmit power constraint, such that \( \mathbb{E}(P_G) \leq \text{SNR} \). All coding strategies in this chapter assume Gaussian input distribution.

Since our focus is on the delay-limited regime of single codewords, we will use outage as our metric. Outage is defined as the event that the mutual information of the channel for a channel knowledge \( H \in \xi \) with some distribution \( P_{H|\xi} \) (for \( \xi \) a subset of all \( n \times m \) matrices) at the receiver, \( I_\xi(X;Y) \) is less than the desired rate \( R \) [59]. Let \( \Pi(O) \) denote the probability of outage, where \( O \) is the set of all the channels where the transmitted rate \( R \) is less than the maximum supportable rate \( I_\xi(X;Y) \). The system is said to have diversity order of \( d \) if \( \Pi(O) = \text{SNR}^{-d} \). Note that all the index mappings, codebooks, rates, and powers are dependent on the average signal to noise ratio, \( \text{SNR} \). Specifically, the dependence of rate \( R \) on \( \text{SNR} \) is explicitly given by \( R = r \log \text{SNR} \), where \( r \) is labeled as the multiplexing gain. The diversity-multiplexing tradeoff is then described as the maximum diversity order \( d(r) \) that can be achieved for a given multiplexing gain \( r \).

If \( \xi \) is a singleton set containing \( H \), the channel \( H \) is known at the receiver in which case \( I_\xi(X;Y) = \log \det \left( I + \frac{P_G}{m} HQH^\dagger \right) \) is the mutual information of a point-to-point link with \( m \) transmit and \( n \) receive antennas, transmit signal to noise ratio \( P_G \) and input distribution Gaussian with covariance matrix \( Q \) [60]. The dependence of the index at the transmitter is made explicit by writing the transmit SNR as a function of transmitter channel knowledge \( G \). If the receiver knows the channel estimate which is the actual channel with some additive noise, we will consider treating channel estimation error as noise to provide an achievability in this chapter as in [60].

For the case of perfect receiver information and no transmitter information, let the codebooks of rate \( R = r \log \text{SNR} \) and power \( P = \text{SNR}^p \) be used. The outage event is defined as \( O(R,P) = \{ H : \left( I + \frac{P}{m} HQH^\dagger \right) < R \} \), the probability of which is \( \Pi(O(R,P)) = \)
The function $G(r, p)$ defines a piecewise linear curve connecting the points $(r, G(r, p)) = (kp, p(m - k)(n - k))$, $k = 0, 1, \ldots, \min(m, n)$ for fixed $m$, $n$ and $p > 0$. We define $G_u(r)$ recursively as follows. Let $G_0(r) = 0$, and $G_u(r) = G(r, 1 + G_{u-1}(r))$ for $u \geq 1$.

**Remark 1.** Consider a MIMO system with $m$ transmit and $n$ receive antennas with perfect channel state information at the receiver (CSIR). The diversity multiplexing tradeoff with no channel state information at the transmitter (CSIT) is $d_{\text{CSIR}} = G(r, 1) = G_1(r)$ [60]. Further, the diversity multiplexing tradeoff of $d_{\text{CSI}_{\text{RT}}} = G_K(r)$ can be achieved with $K$ levels (or equivalently $b = \log_2(K)$ bits) of quantized feedback from the receiver about the channel [36].

### 2.1.4 Training the receiver

In this section, we will consider minimum mean square error (MMSE) channel estimation for a single user MIMO channel. The channel is estimated using a training signal that is known at the receiver. From the received signal, MMSE estimation is done as in [22] to get an estimate $\hat{H}$ of the original channel $H$. Let $X_T$ be the training signal of size $m \times N$ for some $m \leq N < T_{\text{coh}}$ that is known at the receiver and transmitter. The transmitter sends $X_T$ and the destination receives $Y_T = HX_T + W_T$ where $Y_T$ is a $n \times N$ received signal and $W_T$ is the additive Gaussian noise with each entry from $CN(0, 1)$. Following [22], the
optimal training signal is

\[ X_T = \begin{bmatrix} \sqrt{(n\mu_0 - 1) + I_m} & 0_{m \times (N-m)} \end{bmatrix}, \]

where \( \mu_0 \) is tuned to satisfy the power constraint, \( I_m \) denotes the \( m \times m \) identity matrix and \( 0_{m \times (N-m)} \) represents the \( m \times (N-m) \) matrix having all entries 0. Hence, \( n\mu_0 - 1 = \frac{N\text{SNR}}{m} \).

Further, the channel estimate is given by

\[
\hat{H} = Y_T(X_T^\dagger X_T + I_N)^{-1} X_T^\dagger = Y_T \begin{bmatrix} \sqrt{\frac{N\text{SNR}}{1 + \frac{m}{N\text{SNR}}}} I_m \\ 0_{N-m \times m} \end{bmatrix},
\]

which can be rewritten as

\[
\hat{H} = H \frac{1}{1 + \frac{m}{N\text{SNR}}} + W_2 \sqrt{\frac{N\text{SNR}}{1 + \frac{m}{N\text{SNR}}}} \quad (2.3)
\]

where \( W_2 \) is the left \( n \times m \) submatrix of \( W_T \). We now note some properties of the MMSE estimate. First, it is easy to see that the expected value of \( (H - \hat{H}) \hat{H} \) is zero confirming the orthogonality of the error with the unbiased estimate. Further, the variance of any entry in \( (H - \hat{H}) \) is \( \frac{1}{1 + \frac{m}{N\text{SNR}}} \). Thus, \( H \) and \( \hat{H} \) are matrices in which each corresponding element is highly correlated, with the correlation coefficient between corresponding elements of \( H \) and \( \hat{H} \) being \( \rho = \frac{1}{\sqrt{1 + \frac{m}{N\text{SNR}}}} \). Further note that any \( N \geq m \) channel uses are equivalent for analyzing the asymptotic performance.

In general, if \( G \) and \( H \) are correlated with correlation coefficient \( \rho \), the joint probability distribution function of the eigenvalues of \( HH^\dagger \) and \( GG^\dagger \) is given by the following result:

**Lemma 1.** [58] Consider two \( n \times m \) random matrices \( H = (h_{ij}) \) and \( G = (g_{ij}) \), \( i \in [1, n], j \in [1, m] \), each with i.i.d complex zero-mean unit-variance Gaussian entries, i.e.,

\[ E[h_{ij}] = E[g_{ij}] = 0, \forall i, j, E[h_{ij}h_{pq}^\dagger] = E[g_{ij}g_{pq}^\dagger] = \delta_{ip}\delta_{jq}, \]

where the Kronecker symbol \( \delta_{ij} \) is 1 or 0 when \( i = j \) or \( i \neq j \) respectively. Moreover, the correlation among the two
random matrices is given by $E[h_{ij}g_{pq}^\dagger] = \rho \delta_{ip} \delta_{jq}, \forall i, j, p, q$, where $\rho = |\rho|e^{j\theta}$ is a complex number with $|\rho| < 1$. Let $n \leq m$ and $\nu = m - n$. The joint probability distribution function of the unordered eigenvalues of $HH^\dagger$ and $GG^\dagger$ is

$$p(\lambda, \hat{\lambda}) = \frac{\exp \left( -\sum_{k=1}^n \frac{\lambda_k + \hat{\lambda}_k}{1 - |\rho|^2} \right) \Delta(\lambda) \Delta(\hat{\lambda})}{n! n! \Pi_{j=0}^{n-1} (j + \nu)! |\rho|^{mn-n}(1 - |\rho|^2)^n} \Pi_{k=1}^n \left( \sqrt{\lambda_k \hat{\lambda}_k} \right)^\nu$$

$$\det \left| I_\nu \left( \frac{2|\rho| \sqrt{\lambda_k \hat{\lambda}_k}}{1 - |\rho|^2} \right) \right|,$$

(2.4) where $\Delta(.)$ represents the $n$-dimensional Vandermonde determinant, $I_k(.)$ denotes the $k^{th}$ order modified Bessel function of the first kind, and the eigenvalues of $HH^\dagger$ and $GG^\dagger$ are given by $\lambda = (\lambda_1, \ldots, \lambda_n)$ and $\hat{\lambda} = (\hat{\lambda}_1, \ldots, \hat{\lambda}_n)$ respectively.

Note that although Lemma 1 assumed $n \leq m$, it can be extended to the other case of $m > n$ since the nonzero eigenvalues of $HH^\dagger$ and $H^\dagger H$ are the same. Hence for all $n$ and $m$, let $m_N = \min(m, n)$ and $\nu = |m - n|$. Then, the joint probability density function of the unordered eigenvalues of $HH^\dagger$ and $GG^\dagger$ is

$$p(\lambda, \hat{\lambda}) = \frac{\exp \left( -\sum_{k=1}^{m_N} \frac{\lambda_k + \hat{\lambda}_k}{1 - |\rho|^2} \right) \Delta(\lambda) \Delta(\hat{\lambda})}{m_N! m_N! \Pi_{j=0}^{n-1} (j + \nu)! |\rho|^{mn-m_N-n}} \Pi_{k=1}^{m_N} \left( \sqrt{\lambda_k \hat{\lambda}_k} \right)^\nu \det \left| I_\nu \left( \frac{2|\rho| \sqrt{\lambda_k \hat{\lambda}_k}}{1 - |\rho|^2} \right) \right|$$

(2.5)

Let the eigenvalues of $HH^\dagger$ be $(\lambda_1, \ldots, \lambda_{m_N})$, $\lambda_i \doteq \text{SNR}^{-\alpha_i}$ and $\alpha = (\alpha_1, \ldots, \alpha_{m_N})$.

Similarly, let the eigenvalues of $\hat{H}\hat{H}^\dagger$ be $(\hat{\lambda}_1, \ldots, \hat{\lambda}_{m_N})$, $\hat{\lambda}_i \doteq \text{SNR}^{-\tilde{\alpha}_i}$ and $\tilde{\alpha} = (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_{m_N})$.

We will now find the joint distribution of $\alpha_i$’s and $\tilde{\alpha}_i$’s. Let $\alpha_1 \geq \alpha_2 \geq \cdots \alpha_{m_N}$ and $\tilde{\alpha}_1 \geq \tilde{\alpha}_2 \geq \cdots \tilde{\alpha}_{m_N}$. Further, we define

$$E_k = \{ (\alpha, \tilde{\alpha}) : \min(\alpha_i, \tilde{\alpha}_i) \geq \rho \forall i = 1, \ldots, k, \text{ and } 0 \leq \alpha_i = \tilde{\alpha}_i < \rho \forall i > k \} \text{ for all } 0 \leq k \leq m_N.$$
Theorem 1. Let $H$ be the channel and $\hat{H}$ be the estimated channel when the training is done with power $\text{SNR}^p$ for some $p > 0$. In the limit of high SNR, the probability density function of the SNR exponents of the eigenvalues of $HH^\dagger$ and $\hat{H}\hat{H}^\dagger$ is given by

$$p(\alpha, \hat{\alpha}) = \sum_{k=0}^{m_N} e_k 1_{E_k}$$

(2.7)

where $\alpha_1 \geq \alpha_2 \geq \cdots \alpha_{m_N}, \hat{\alpha}_1 \geq \hat{\alpha}_2 \geq \cdots \hat{\alpha}_{m_N}$, and

$$e_k = \text{SNR}^{kp(n-m)+k} \prod_{i=1}^{k} \text{SNR}^{-(2i-1+|n-m|)\hat{\alpha}_i} \prod_{i=1}^{m_N} \text{SNR}^{-(2i-1+|n-m|)\alpha_i}.$$  

(2.8)

Proof. Since all the results were symmetric about interchanging $m$ and $n$, without loss of generality, we take $m \leq n$ for the purpose of this proof and the rest of the chapter. The proof for $p = 1$ is provided in Appendix 2.A. The proof for general $p > 0$ is a simple extension.

Remark 2. Since the receiver is trained at $\text{SNR}^p$, we note that for all $\alpha_i < p$, $\alpha_i = \hat{\alpha}_i$ with probability 1, which means that the channel estimate is a reliable proxy for the actual channel. On the other hand, if $\alpha_i \geq p$, all we can state is that $\hat{\alpha}_i \geq p$ with probability 1. For example, if $\hat{\alpha}_i \geq 100p$, all we can reliably say about $\alpha_i$ is that it is $\geq p$. In the single input single output (SISO) case, the above property of $\hat{\alpha}_i$ implies that the channel cannot be resolved below the noise floor since the noise dominates the training signal. The interesting implication in MIMO is that this result of noise dominance holds for all the eigen-values.

None of the eigen-values of the channel can be resolved beyond $\alpha_i \geq p$ if $\hat{\alpha}_i \geq p$.

A novel scheme called power-controlled training was suggested in [52] which takes care of the estimation error in training by estimating the power-controlled channel. If the actual channel is $H$ and the transmit power is $\text{SNR}^{p_j}$. Suppose that the receiver do not know $p_j$. The receiver makes an estimate of $\sqrt{\text{SNR}^{p_j}}H$. With this estimate, the estimation error given by trace $\left(\text{SNR}^{p_j} \hat{H}\hat{H}^\dagger\right)$ will be at-most of the order of constant. This is because the channel
estimation error in $H$, $\tilde{H}$ have complex normal entries with 0 mean and variance $\text{SNR}^{p_j}$. Thus, let eigen-values of $\text{SNR}^{p_j} \tilde{H} \tilde{H}^\dagger$ be $\tilde{\lambda}_i = \text{SNR}^{-\tilde{\alpha}_i}$ where $\tilde{\alpha}_i$ have $\succeq 0$ probability if $\alpha_i < 0$ as given before. Then, $\text{trace}(\text{SNR}^{p_j} \tilde{H} \tilde{H}^\dagger) \succeq \text{SNR}^{-\tilde{\alpha}_m} \leq \text{SNR}^{0}$. Thus, the estimation error is at the noise floor. Theorem 1 gives the relation between eigen-values of trained estimate and the actual channel which will guide us in giving new protocols and to analyze the performance of these protocols.

### 2.1.5 Power Controlled Feedback

We will use the concept of power-controlled feedback throughout the chapter which is illustrated for a case of distinguishing between two feedback levels in this section. Suppose feedback levels $a$ and $b$ are transmitted from the receiver using power levels of $\text{SNR}^{p_1}$ and $\text{SNR}^{p_2}$ respectively. Without loss of generality, assume that $p_1 < p_2$. The transmitter will observe the received power and determine whether the receiver sent $a$ or $b$. If the receiver transmitted a symbol at $\text{SNR}^{p_i}$, the received power is $\succeq \text{SNR}^{(p_i - \alpha_m)^+}$ where $\alpha_m$ is the smallest eigen-value exponent of the channel as defined in the last subsection. We will use the threshold detection at the transmitter. We can prove that a threshold of $\text{SNR}^{p_1 + \delta}$ is optimal for arbitrarily small $\delta > 0$. To see this, we consider the error events at the transmitter:

1. $\Pi(\text{Transmitter received } a|\text{Receiver transmitted } b) \succeq \Pi(p_2 - \alpha_m < p_1 + \delta)$
   $$\succeq \text{SNR}^{-mn(p_2 - p_1 - \delta)}.$$  

2. $\Pi(\text{Transmitter received } b|\text{Receiver transmitted } a) \succeq \Pi(p_1 - \alpha_m > p_1 + \delta) \succeq 0.$

Since the second event happens with probability $\succeq 0$, $\delta$ is chosen arbitrarily close to 0 to get the optimal detection at the transmitter.
2.2 FDD Iterative Protocol

In this section, we will show how multiple rounds can be used by the transmitter and receiver to iteratively refine the knowledge about the channel $H$ for all multiplexing gains. In each round, the receiver sends a binary signal back to the transmitter, providing an additional level of channel information. To perform the iterative quantization, both transmitter and receiver occasionally and opportunistically use large transmit power in some blocks. However, the use of large power is performed very rarely, allowing both nodes to stay within their prescribed average power constraints over the long-term.

2.2.1 Iterative Quantization: $\log_2(K)$ bits in $(K - 1).5$ Rounds

In this subsection, we will describe the protocol and give its diversity-multiplexing tradeoff performance.

The protocol can be described as follows.

1. **Round 1 (forward):** $T$ sends training signal at power $\text{SNR}$, $X_1 = \sqrt{\text{SNR}} \beta$, where $\beta$ is a known fixed sequence. The signal received at $R$ is $Y_1 = HX_1 + W$, which is used to form an MMSE estimate $\hat{H}_1$. The feedback from $R$ is a binary quantization, $q_1(\hat{H}_1)$ such that

   $$q_1(\hat{H}_1) = \begin{cases} 0, & \text{if } \hat{H}_1 \in \check{O}_1^c, \\ 1, & \text{otherwise} \end{cases}$$  

   where $\check{O}_1 = \{ \hat{H}_1 : \text{det}(I + \hat{H}_1\hat{H}_1^\dagger) < \text{SNR}^{r+\epsilon} \}$.

2. **Round 1 (reverse):** The quantized channel $q_1(\hat{H}_1)$ is modulated as follows:

   $$X_{f,1}(Y_1) = \begin{cases} \sqrt{\text{SNR}} \beta_f, & q_1(\hat{H}_1) = 0 \\ 0.5 \beta_f, & q_1(\hat{H}_1) = 1 \end{cases}$$  

   (2.10)
where $\beta_f$ is a known sequence. The signal received at node $T$ is $Y_{f,1} = H_f X_{f,1} + W_f$.

The transmitter $T$ estimates $q_1$ as $\hat{q}_1$ using a MAP detector for power level with a threshold of $\text{SNR}^{\epsilon/mn}$.

At the end of round $i - 1$, the transmitter forms an estimate $\hat{q}_{i-1}$ of the quantization performed at the receiver, which is denoted by the function $q_{i-1}(\cdot)$. To state the following recursion, we assume $\hat{q}_0 = 1$. The estimate $\hat{q}_{i-1}$ is used in the $i^{th}$ round by the transmitter as described below.

2. **Round** $i \in \{2, \ldots, K - 1\}$ (forward): The transmitter trains the receiver with $X_i = \sqrt{P_i} \beta$ where the power level $P_i$ is chosen as follows

$$P_i = \begin{cases} 0, & \text{if } \hat{q}_{i-1} = 0 \\ \text{SNR}^{1+G_{i-1}(r+\epsilon)}, & \text{otherwise} \end{cases}$$

(2.11)

The receiver’s actions can be described as follows.

- If any of $q_u(\hat{H}_u, q^{u-1}) = 0$ for $u \leq i - 1$, then the receiver performs a maximum a-posteriori (MAP) power estimation to check if the transmitter sent a training at power level of 0 or $\text{SNR}^{1+G_{i-1}(r+\epsilon)}$. The associated MAP threshold is $\text{SNR}^\epsilon$.

  If power estimate $\geq \text{SNR}^\epsilon$, $q_i(\hat{H}_i, q^{i-1}) = 0$, else $q_i(\hat{H}_i, q^{i-1}) = 1$.

- If $q_u(\hat{H}_u, q^{u-1}) = 1$ for all $u \leq i - 1$, the receiver estimates the channel as $\hat{H}_i$ assuming that the training power is $\text{SNR}^{1+G_{i-1}(r+\epsilon)}$ and bases the feedback signal based on the estimate as follows

$$q_i(\hat{H}_i, q^{i-1}) = \begin{cases} 0, & \text{if } \hat{H}_i \in \mathcal{O}_i^\epsilon \\ 1, & \text{otherwise} \end{cases}$$

(2.12)

where $\mathcal{O}_i = \{ \hat{H}_i : \det(I + \hat{H}_i \hat{H}_i^\dagger) \text{SNR}^{1+G_u(r+\epsilon)} < \text{SNR}^{r+\epsilon} \}$. 
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3. **Round** \( i \in \{2, \ldots, K - 1\} \) (reverse): The receiver sends the signal

\[
X_{f,i} = \begin{cases} 
\sqrt{\text{SNR}^{1+G_{i-1}(r+\epsilon)}} \beta_f, & q_i(\hat{H}_i, q^{i-1}) = 0 \\
0 . \beta_f, & \text{otherwise}
\end{cases}
\]

where \( \beta_f \) is a known sequence. The signal received at node \( T \) is \( Y_{f,i} = H_f X_{f,i} + W_f \). If \( \hat{q}_{i-1} = 0 \), then \( \hat{q}_i = 0 \). That is, if the transmitter had concluded that it was a “good” channel after round \( i - 1 \), then it does not attempt to re-estimate the feedback signal. Otherwise, the transmitter decodes the power level by a MAP detection with a threshold of \( \text{SNR}^{\epsilon/mn} \) to get an estimate of \( q_i \) to get \( \hat{q}_i \).

4. **Round** \( K \) (forward only): The transmitter then trains the receiver and then sends the data both at a power level of \( \text{SNR}^{1+G_u(r+\epsilon)} \) where \( u = \min \{ \{ v \in [1, K - 1] : \hat{q}_v = 0 \} \cup K \} - 1 \).

**Theorem 2.** The iterative quantization protocol, described by the above Steps 1-5, achieves a diversity order of \( d(K-1,5,1) = G_K(r) \) as \( \epsilon \to 0 \).

**Proof.** The proof is provided in Appendix 2.B.

Note that this diversity is the same as that with \( K \) levels of perfect feedback when the receiver knows perfect channel state information as given in [36]. Thus \( (K - 1).5 \) rounds allow the transmitter and receiver to agree upon \( \log_2(K) \) bits describing the channel. Note that the bits describing the channel \( H \) relate to the outage regions, and hence the Voronoi regions are concentric spheres, all of which are centered at the origin as explained in the next sub-section.

### 2.2.2 Discussion of Iterative Quantization

Although, the diversity of \( G_K(r) \) can be obtained with perfect channel state at the receiver and perfect quantized feedback of \( K \) levels, achieving this gain when both the channel es-
timates and the feedback are noisy is a challenge. Since the receiver has to use training symbols to estimate the channel, it cannot resolve the channel gains that are smaller than the estimation error. Recall that power control gain results from using large instantaneous power in poor channel conditions. Since such poor channel states are rare, the transmitter has to use large power rarely and hence can still meet the average power constraint. However, it is precisely the identification of the poor channel states which is not possible due to error in channel estimation at the receiver.

Ideally, one should use a large power, say $\text{SNR}^p, p > 1$, for the training signal, which is the sequence $\beta$ in the protocol. The large training power means that the error floor is reduced to $\text{SNR}^{-p}$ and we can identify channels gains of the order of $\text{SNR}^{-p}$ with high reliability. However, the use of $\text{SNR}^p, p > 1$ in every frame will violate the average power constraint of SNR.

The solution is to use large training power only when the channel gain is too small to be resolved using lesser training power. Thus, the probability of using large training power should be governed by the probability of a channel event, and thus the weighted average of transmitter power will meet the average power constraint of SNR. The above on-demand use of training power is precisely the main idea behind iterative quantization described in Section 2.2.1.

The other key ingredient is power-controlled feedback, which skews the feedback errors in one direction. The receiver in each iteration communicates to the transmitter whether the current power level will be enough to avoid outage. However some feedback errors are worse than others. Consider the case of binary feedback. If the channel is Good ($\log \det(I + HH^\dagger\text{SNR}^p) \geq \tau$ for appropriate $p$ and $\tau$) but the transmitter decodes it as a Bad channel and uses larger power than needed, no outage occurs during data transmission. So confusing Good channels for Bad channels is a non-issue, especially due to the additional round of power-controlled training. However, if a Bad channel is confused as a Good channel, then the transmitter will use lower power than needed and hence as a result, there will be a
definite outage. Thus, confusing Bad channels with Good channels is the main contributor of outage due to feedback errors.

Thus the desired situation will be that $\text{Prob}(\text{Bad} \rightarrow \text{Good})$ is as small as possible while ensuring that the probabilities of the events $\{\text{Good}, \text{Bad}\}$ as seen by the transmitter is the same as those seen by the receiver; this last constraint on event probabilities at the transmitter ensures that the average power consumed is $\text{SNR}$. All of the power-controlled feedback designs proposed in previous sections skew the feedback power allocation to lower $\text{Prob}(\text{Bad} \rightarrow \text{Good})$ at the expense of limiting the maximum power. This is because the probability of the Good event is asymptotically much higher than the probability of the Bad event and thus if higher power is used for the Good event, the maximum power would be limited by $\text{SNR}/\Pi(\text{Good})$. The Bad event is encoded with a codeword of zero power by the receiver on the feedback link, which is decoded by the transmitter using an energy-based estimator. The probability of confusing a zero power codeword with any codeword of power greater than $\text{SNR}^\delta, \delta > 0$, i.e. $\text{Prob}(\text{Bad} \rightarrow \text{Good})$, decays exponentially fast. In comparison, the probability of confusing a Good channel with a Bad due to decoding an $\text{SNR}$ codeword as a zero power codeword decays polynomially fast.
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Figure 2.3: Channel events (a) in the first round (forward), (b) in the first round (reverse) and (c) in the second round (forward).

The iterative quantization can be more easily understood by a pictorial view of the decision process for $m = n = 1$. In 2.5 rounds with 1-bit per feedback round, we can resolve channels into one of 3 regions depicted in Figure 2.3(c). In the first round (forward), the receiver can distinguish between the events $\hat{O}_1$ and $\overline{O}_1$. This is communicated to the
transmitter using a power-controlled feedback, where \( q_1 = 1 \) representing event \( \hat{O}_1 \) is encoded with zero power codeword. As a result, if \( q_1 = 1 \), then \( \hat{q}_1 \) will be 1. Now, consider the case when the actual event is \( \hat{O}_1 \). In this case, in the second round (forward), the transmitter sends a training at power SNR\(^2\) which allows the receiver to distinguish between \( \hat{O}_1 \setminus \hat{O}_2 \) and \( \hat{O}_2 \). Once again, if \( q_2 = 1 \), a zero-power codeword is used by the receiver, which implies that the transmitter concludes \( \hat{q}_2 = 1 \) with exponentially small error probability. Hence, the transmitter knows \( \hat{q}_1 = 1 \) inside \( \hat{O}_1 \) and \( \hat{q}_2 = 1 \) inside \( \hat{O}_2 \) (with probability 1). Thus, we find that the transmitter has received an index that is the same or bigger than that transmitted by the receiver in all the scenarios. This indicates that there will be no error because of the transmitter receiving the index by feedback incorrectly since the transmitter will send at at-least the power that the receiver suggested (with probability 1). Since the feedback errors do not dominate and in each feedback round the receiver adds one level precision, the diversity corresponding to \( K \) levels of perfect feedback is attained with \((K - 1)\cdot 5\) rounds of iterative quantization protocol.

The key to iterative quantization is that the channel is resolved to a finer level only when needed. As and when the channel is below the channel estimation error floor, the transmitter sends a higher power training compared to previous rounds. The on-demand nature of the protocol ensures neither the transmitter, nor the receiver exceed their power budget and use high powers only in rare cases.

### 2.3 TDD Protocols

In the FDD systems, the forward and feedback channels are independent. Thus, the feedback channel fading and errors had to be dealt with independently of the forward channel, or in other words, information about one channel cannot be exploited for better encoding on the other channel. In contrast, the symmetry of TDD channels can be effectively exploited by using the knowledge of one channel for transmission on the other. We will show...
that this symmetry allows us to achieve higher diversity-multiplexing tradeoffs.

The study of training based TDD systems from a diversity multiplexing perspective was initiated in [52] for the case when \( m = 1 \) or \( n = 1 \), where a receiver-initiated strategy was proposed and can be cast as a 1.5 round scheme. This was further extended to a general MIMO system in [39], where it was shown that a diversity order up to \( 2mn \) (for zero multiplexing gain) was achievable.

In the case of FDD systems, if the receiver knows perfect channel state information and there is noisy feedback from the receiver, the diversity is limited by the noise in the feedback. Further, if the transmitter learns the channel state through a quantized noiseless link and the receiver does not know the channel state information, the diversity is limited by the noise in the forward channel and the quantization. Even if the feedback link is perfect and has infinite capacity, the training cannot be sent on the feedback channel since the training will indicate the quality of the feedback channel rather than the forward channel. Hence the best estimate that the transmitter can receive is the noisy estimate from the receiver. By contrast in TDD systems, infinite diversity can be achieved if the receiver or the transmitter knows the channel state perfectly. This is shown in Appendix 2.C.

In this section, we will propose a multi-round TDD protocol which iteratively refines the channel information at both ends, and also keeps the two nodes aligned in their knowledge about the channel estimate. Unlike the FDD iterative protocol, this protocol uses the fact that the errors in the forward and the feedback path will be correlated since both paths have same eigen-values due to the reciprocity of the channel. With this protocol, the diversity-multiplexing tradeoff is a straight line and dominates the diversity-multiplexing tradeoff for the FDD iterative quantization for all \( 0 < r < m \) with \((K - 1)0.5\) rounds for any \( K \geq 2 \). For the special case of \( K = 2 \), the diversity multiplexing tradeoff of \( mn(mn+1)-(m+n-1)r \) can be achieved using a power controlled strategy at the transmitter based on its own channel estimate. This power control is similar to that in [35] where the transmitter has a channel estimate with some error variance. While the model in [35]
has no feedback channel, we make use of reciprocity of forward and feedback channels.

### 2.3.1 Iterative Protocol with (K-1).5 Rounds

In this subsection, we will provide an iterative protocol for a TDD system considering the noise in the training and the feedback channels. This protocol achieves better diversity multiplexing tradeoff than the known results even for the special case of \( K = 2 \). We will now prove a Lemma that will be used to analyze our proposed iterative protocol.

**Lemma 2.** Suppose that the transmitter is trained with a power of \( SNR^p \) for \( p \geq 1 \), so that the transmitter estimates the channel \( \hat{H}_1 \) with the eigenvalues of \( \hat{H}_1 \hat{H}_1^\dagger \) being \( \hat{\alpha}_i \). Further, suppose that the transmit power for the training signal from the transmitter is

\[
P(\hat{H}_1) = \frac{\alpha_i^{m-n/4m} \prod_{i=1}^m \text{SNR}^{-2(1+(m-n)i)} \alpha_i}{\prod_{i=1}^m \text{SNR}^{-2(1+(m-n)i)}}.
\]

Then, the probability that the channel cannot support the rate of \( R \) on this power controlled channel is asymptotically equivalent to

\[
\Pi(\log \det(I + P(\hat{H}_1)HH^\dagger) < R) = \text{SNR}^{-mpG(r,1+(mn-1)p)} = \text{SNR}^{-mn(1+pmn)+(m+n-1)r},
\]

as \( \epsilon \to 0 \).

**Proof.** This case results in the transmitter knowing noisy CSIT, and hence the result is similar in nature to that in [35]. Although the result is similar in nature, we provide the proof in Appendix 2.D for completion. \( \square \)

**Remark 3.** We note from the proof of Lemma 2 that the outage event (the event that \( \log \det(I + P(\hat{H}_1)HH^\dagger) < R \)) has exponentially small probability given \( \alpha_m < p \). So, the outage happens when all the \( \alpha_i \geq p \), or in other words when all the eigen-values of \( HH^\dagger \) are in the bad state. Further, in this bad state the channel estimation does not work well in the sense that given that \( \hat{\alpha}_i \geq p \), all one can state about \( \alpha_i \) is that \( \alpha_i \geq p \) with probability one. Raising the power exponent \( p \) for the feedback reduces the probability of the bad state \( (\hat{\alpha}_m \geq p) \) thus increasing diversity.
We now describe the iterative, multi-round TDD protocol. The basic idea of the protocol lies in Lemma 2. If a higher power is allowed on the feedback or training or both, higher diversity can be obtained. However, if higher power is used for all transmissions, then the nodes will violate their power constraint. Hence, we iteratively refine the information about the channel and use higher power for the feedback on-demand. Since the large powers are used rarely, both the nodes stay within their prescribed long-term power constraints.

Let $W_1(r) = 0$, $W_2(r) = mn + G(r, mn)$, $W_k(r) = mn(1 + W_{k-1}(r)) - \epsilon$ for $k > 2$.

1. **Round 1(forward):** The transmitter remains silent.

   **Round 1(reverse):** The receiver sends the training signal using power $SNR, X_{f,1} = \sqrt{SNR} \beta$, where $\beta$ is a known fixed sequence. The signal received at $T$ is $Y_{f,1} = H_{f}X_{f,1} + W$, which is used to form an MMSE estimate $\hat{H}_1$. Let the eigenvalues of $\hat{H}_1 \hat{H}_1^H$ be $\hat{\lambda}_{1,i} \doteq SNR^{-\hat{\alpha}_{1,i}}$. Further, the transmitter will save a quantization index of the channel which is an estimate based on the received power and is labeled $\hat{q}_{u-1}(Y_{f,i})$ at the end of round $u - 1$. To state the recursion, we assume $\hat{q}_1 = 1$.

2. **Round $u \in \{2, K - 1\}$(forward):** The transmitter trains the receiver with $X_u = \sqrt{P_{u-1}(\hat{H}_{u-1})} \beta$ where the power level $P(\hat{H}_{u-1})$ is chosen as follows

   $$P_{u-1}(\hat{H}_{u-1}) = \begin{cases} 
   0, & \text{if } \hat{q}_{u-1} = 0 \\
   SNR \prod_{i=1}^{mn} \frac{SNR^{(2i-1+[n-m])\alpha_{u-1,i}}}{1}, & \text{otherwise.}
   \end{cases} \quad (2.14)$$

   Note that for power constraint, $SNR$ in the numerator can be replaced by $SNR^{1-\delta/mn}$ for $\delta$ very small and that will not affect the analysis as was seen in the proof of Lemma 2.

   If $u = 2$, the receiver estimates the power controlled channel $G_2 = \sqrt{P_1(\hat{H}_1)}H$ and
decides an index \( q_2(G_2) \) as

\[
q_2(G_2) = \begin{cases} 
0, & \text{if } G_2 \in \mathcal{O}_2^c \\
1, & \text{otherwise,}
\end{cases}
\]  

(2.15)

where \( \mathcal{O}_2 = \{ G_2 : \det(I + G_2G_2^\dagger) < \text{SNR}^{r+\epsilon} \} \).

For \( u > 2 \), the receiver’s actions can be described as follows.

- If \( q_{u-1} = 0 \), \( q_u(q^{u-1}, G_u) = 0 \).
- If \( q_{u-1} = 1 \), a MAP power estimation is done by the receiver. If the power \( \leq \text{SNR}^{r/2mn} \), \( q_u = 1 \). Otherwise, the receiver estimates the power controlled channel \( G_u = \sqrt{P(H_{u-1})}H \), and

\[
q_u(q^{u-1}, G_u) = \begin{cases} 
0, & \text{if } G_u \in \mathcal{O}_u^c \\
1, & \text{otherwise,}
\end{cases}
\]  

(2.16)

where \( \mathcal{O}_u = \{ G_u : \det(I + G_uG_u^\dagger) < \text{SNR}^{r+\epsilon} \} \).

**Round \( u \in \{2, K - 1\} \) (reverse):** The receiver sends the signal

\[
X_{f,u} = \begin{cases} 
0, & q_u = 0 \\
\sqrt{\text{SNR}^{1+W_u(r+\epsilon)}} \beta_f, & q_u = 1
\end{cases}
\]  

(2.17)

where \( \beta_f \) is a known sequence. The signal received at node \( T \) is \( Y_{f,u} = H_f X_{f,u} + W_f \).

The transmitter estimates the index sent by the receiver using estimate of the received power with a threshold of \( \text{SNR}^{r/mn} \). If the received power \( \geq \text{SNR}^{r/mn} \), then \( \hat{q}_u = 1 \) else \( \hat{q}_u = 0 \). If \( \hat{q}_u = 1 \), the transmitter estimates the channel as \( \hat{H}_{u-1} \). Let the eigenvalues of \( \hat{H}_{u-1} \hat{H}_{u-1}^\dagger \) be \( \hat{\lambda}_{u-1,i} \), \( \hat{\lambda}_{u-1,i} \geq \text{SNR}^{-\hat{\alpha}_{u-1,i}} \).
3. **Round $K$ (forward only):** The transmitter trains the receiver and then sends the data both at a power level of

$$P_K(\hat{H}_1, \cdots, \hat{H}_{K-1}) = \text{SNR}^{1 + \max \left( \sum_{i=1}^{\min(m,n)} (2i-1+|n-m|)\hat{\alpha}_{1,i} \right)}, \quad (2.18)$$

where $\Gamma = \max_{u \in [2,K-1]} \hat{\alpha}_{u,i} = 1 \sum_{i=1}^{\min(m,n)} (2i-1+|n-m|)\hat{\alpha}_{u,i}$.

**Theorem 3.** If the iterative TDD protocol is used for $K \geq 2$, following diversity-multiplexing tradeoff can be achieved as $\epsilon \to 0$

$$d_{(K-1),5} = \begin{cases} mn\frac{(mn)^{K-1}}{mn-1} - (mn)^{K-2}(m+n-1)r & mn > 1 \\ K - r & mn = 1 \end{cases}.$$  

**Proof.** We will show in Appendix 2.E that diversity of $mn(1 + W_{K-1}(r + \epsilon))$ can be obtained, which for $\epsilon \to 0$ converges to the statement of the Theorem. \hfill \Box

**Remark 4.** As a special case of the theorem, for $0 < r < \min(m,n)$, diversity of $mn + G(r, mn) = mn(mn + 1) - (m+n-1)r$ can be obtained in the TDD system with the 1.5 rounds of training and feedback. In the FDD system, the transmitter learns a constant number of bits about the channel estimate of the forward channel (channel from the transmitter to the receiver) in the first round. However in the TDD case, the transmitter knows the forward channel estimate (due to reciprocity in the two channels) with larger resolution. Hence, even though the transmitter remains silent in the first round, it receives more information in the first round. From the point of view of the receiver, only the power-controlled channel estimate in the second round is used for decoding the data since it has at least the same information about the channel (asymptotically) as the first round of training and hence the first training is neglected for decoding. Hence, the TDD protocol performs better than its FDD counterpart. However, the TDD strategy results in the same diversity multiplexing tradeoff performance for a SIMO/MISO system as the FDD strategy when the
number of feedback levels $K \rightarrow \infty$.

In the iterative TDD protocol, we used a training symbol from the transmitter in each round. However, we could have used one bit of data from the transmitter in each round (since the protocol is receiver initiated, this is like the quantized feedback from the transmitter). One bit of quantized feedback can be used to achieve a diversity of $G_K(r)$. Although $G_K(r)$ is smaller than what we achieve with this iterative TDD protocol, it takes less time to send one bit of data (one channel use) than to train ($m$ channel uses). Thus when accounting for the resources used in training and feedback, an optimization over the use of a quantized feedback symbol or the training symbol in each round of communication would also be required.

### 2.3.2 Discussion of TDD Protocols

As in the iterative protocol for FDD systems, we may extend the TDD protocol to an iterative protocol where higher powers are used rarely, leading to arbitrarily large gains in diversity with increase in communication rounds. The TDD protocols use reciprocity in addition to the asymmetric properties of the power control. Due to the channel symmetry of the forward and the backward channels, the receiver will be able to find whether the transmitter made an error in understanding the power level. Thus, the channel symmetry can be used to increase the diversity order beyond that achievable using FDD protocols.

Channel reciprocity enables the receiver to detect whether the transmitter has made an error in understanding the feedback signal sent by the receiver. Thus, if the receiver indicated that the channel was Bad in the previous feedback phase but the transmitter understood it as Good, then the transmitter’s actions will allow the receiver to detect this error with high probability. In this case, the receiver can re-send its feedback signal with higher power.

To understand the specific operation of the protocol, we will use the pictorial view depicted in Figure 2.4 for a SISO system with 3.5 rounds of the TDD protocol. After the
forward phase of second round, the receiver knows if the channel is Good (outside the circle in Figure 2.4(a)) or Bad (inside the circle), and indicates its first feedback as $q_2$. Since the feedback channel is the same as the forward channel, the transmitter can make an error in understanding the feedback about only the Bad channel ($q_2 = 1$). That is because when the forward channel is Good, so is the reverse channel. Thus, the feedback in this case is received with exponentially small error probability. On the other hand, when the forward channel is Bad, indicated by $q_2 = 0$, so is the feedback channel. In this case, the transmitter will make errors ($\hat{q}_2 = 0$ when $q_2 = 1$) if the actual channel was inside the smaller circle of Figure 2.4(b), while not make errors in the shell between the two circles since the channel is not that bad ($\hat{q}_2 = 1$ when $q_2 = 1$). In the inner most circle, since $q_2 = 1$, the receiver knows (with exponentially small error probability) that the channel is Bad but the transmitter send no more training assuming it is a Good channel since it thinks that no more channel resolution is required. The receiver can detect the erroneous training power and realize that the transmitter made an error. Detecting an error, the receiver will re-send the same information as $q_3 = 1$ but with higher power to ensure safer delivery. For clarity, we step through each phase of the protocol.
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**Figure 2.4:** Channel events (a) in the second round (forward), (b) in the second round (reverse) and (c) in the third round (forward).

In the first round, the receiver sends training signal to the transmitter based on which the transmitter finds the estimated channel. Using this estimated channel, the transmitter trains the receiver in the forward phase of the second round. With this training, the receiver finds the regions where this power level will be sufficient to avoid outage. It sends $q_2 = 0$
when the channel is Good (the event that the channel is not in outage based on the estimate of power-controlled channel) while \( q_2 = 1 \) when it is Bad (not Good). Thus, the channel space is divided in two parts at the receiver. This is depicted in Figure 2.4(a). The receiver sends this index to the transmitter and due to the asymmetry in the feedback errors, the Good channel state is received as the Good state (\( \hat{q}_2 = 0 \)) with probability 1. However, the Bad channel state (\( q_2 = 1 \)) may be mistakenly understood as the Good channel state (\( \hat{q}_2 = 0 \)) by the transmitter. Hence, as shown in Figure 2.4(b), the transmitter receives the index in error inside the inner circle.

In the third round, the transmitter sends a training symbol if it understood that the channel is in the Bad state (\( \hat{q}_2 = 1 \)) which is in the shell between the two circles. Note that no training is sent in the inner circle where the transmitter received incorrect feedback. Since outside the outer circle, the receiver has resolved the channel as being Good, it continues to inform the Good channel state (\( q_3 = 0 \)). In the interior of the inner circle where the transmitter was mistaken, the receiver will be able to know that the transmitter made an error (This is because the no training is sent and the power-controlled forward channel will be in outage, i.e. \( \log(1 + GG^\dagger) < \text{SNR}_r + \epsilon \) where \( G \) is the power-controlled channel estimate, with probability 1). This is due to the symmetry which allowed receiver to know that the transmitter has made an error and the channel is Bad. Hence, the receiver informs the transmitter that the channel is Bad (\( q_3 = 1 \)) in this region. However, when the receiver sent the Bad channel state indicator in the previous round which is correctly decoded as Bad at the transmitter (\( q_2 = \hat{q}_2 = 1 \)), the receiver will make an estimate and decide if this power level is enough to avoid outage. Based on this, it classifies the region into Good (\( q_3 = 0 \)) or Bad (\( q_3 = 1 \)) as can be seen in Figure 2.4(c). Outside the outermost circle, the transmitter receives Good (\( \hat{q}_3 = 0 \)). In the shell between the two circles also, the transmitter receives Good (\( \hat{q}_3 = 0 \)) due to the asymmetry in the feedback errors. However, the inside circle would be divided in two parts since the transmitter may mistake the Bad channel state (\( q_3 = 1 \)) as the Good channel state. The innermost would be received as
Good ($\hat{q}_3 = 0$) while the outer part will be received as Bad ($\hat{q}_3 = 1$). Thus, we see that the region corresponding to the uncertain part at the transmitter is always a circle centered at the origin and whose radius keeps on shrinking with more rounds of the iterative protocol.

There are two main outage events in this protocol. The first outage event is the channel state being in the inner most circle where the transmitter received Good ($\hat{q}_3 = 0$) since lower power would be used for transmission than is needed to avoid outage. The second outage event is the area that the receiver classified as Bad ($q_3 = 1$) and the transmitter correctly decoded it as Bad ($\hat{q}_3 = 1$) and the higher power level used by the transmitter is insufficient to avoid outage. Since both these outage events can be represented as one inner-circle which shrinks with increasing rounds, the resulting diversity order increases in accordance.

Note that both FDD and TDD protocols have the element of using information collected in previous rounds to form the next feedback signal. This memory in encoding channel state information is critical to adaptive zooming into the actual channel state. As apparent from the above discussion, the protocol zooms into the poor channel states on-demand, and at the same time tries to keep both the transmitter and receiver aligned in their information about the channel.

2.A Proof of Theorem 1

We first note some properties of $I_\nu(x)$, the modified Bessel function of first kind, that will be used in the proof. The series expansion of $I_\nu(x)$ is given as [1, Equation 9.6.10][19],

$$I_\nu(x) = \sum_{i=0}^{\infty} \frac{1}{i!(i+\nu)!} \left( \frac{x}{2} \right)^{2i+\nu}. \quad (2.19)$$
When $|x|$ is large and $|\arg(x)| < \frac{\pi}{2}$, the asymptotic expansion of $I_\nu(x)$ is given by [1, Equation 9.7.1]

$$I_\nu(x) \approx \frac{e^x}{\sqrt{2\pi x}} \left\{ 1 - \frac{\mu - 1}{x} + \frac{(\mu - 1)(\mu - 2)}{2!(8x)^2} - \frac{(\mu - 1)(\mu - 9)(\mu - 25)}{3!(8x)^3} + \ldots \right\},$$

(2.20)

where $\mu = 4\nu^2$.

Now, for the proof of Theorem 1, we will use Lemma 1. We will further suppose that $m_N = m$ without loss of generality. Let $A = \{i : \alpha_i + \hat{\alpha}_i \leq 2\}$. We will evaluate $p(\alpha, \hat{\alpha})$ in the following five disjoint cases which comprise the whole space of possibilities.

1. $\min(\alpha_m, \hat{\alpha}_m) \geq 1$ (or $(\alpha, \hat{\alpha}) \in E_m$).
2. $\min(\alpha_m, \hat{\alpha}_m) < 1$, $\alpha_m + \hat{\alpha}_m \geq 2$.
3. $\min(\alpha_m, \hat{\alpha}_m) < 1$, $\alpha_m + \hat{\alpha}_m < 2$, $\alpha_i \neq \hat{\alpha}_i$ for some $i \in A$.
4. $\min(\alpha_m, \hat{\alpha}_m) < 1$, $\alpha_m + \hat{\alpha}_m < 2$, $\alpha_i = \hat{\alpha}_i$ for all $i \in A$, $(\alpha, \hat{\alpha}) \notin \bigcup_{k=0}^{m-1}(E_k)$.
5. $(\alpha, \hat{\alpha}) \in \bigcup_{k=0}^{m-1}(E_k)$.

Now, we consider all of the cases one by one as follows.

1. $\min(\alpha_m, \hat{\alpha}_m) \geq 1$ : Using Equation (2.5),

$$p(\lambda, \hat{\lambda}) = \exp\left(-\frac{\sum_{k=1}^{\nu} \lambda_k + \hat{\lambda}_k}{1 - |\rho|^2}\right) \frac{\Delta(\lambda)\Delta(\hat{\lambda})\Pi_{k=1}^{\nu} (\sqrt{\lambda_k\hat{\lambda}_k})^\nu \det I_\nu\left(\frac{2|\rho|\sqrt{\lambda_k\hat{\lambda}_l}}{1 - |\rho|^2}\right)}{m!m!\Pi_{j=0}^{m-1} j!(j + \nu)!|\rho|^{mn-m}(1 - |\rho|^2)^m}.$$  

(2.21)

Denote $L = \exp\left(-\frac{\sum_{i=1}^{m} \text{SNR}^{-\alpha_i + \hat{\alpha}_i}}{1/\text{SNR}}\right)$. Since $\rho = \frac{1}{\sqrt{1+\text{SNR}}}$, we substitute $\rho \approx 1$ and $1 - \rho^2 \approx 1/\text{SNR}$ to obtain

$$p(\alpha, \hat{\alpha}) \approx L\Delta(\text{SNR}^{-\alpha})\Delta(\text{SNR}^{-\hat{\alpha}})\text{SNR}^{-\sum_{i=1}^{m} \alpha_i}\text{SNR}^{-\sum_{i=1}^{m} \hat{\alpha}_i} \frac{\det I_{n-m}\left(\frac{2\sqrt{\text{SNR}^{\alpha_k}\text{SNR}^{-\hat{\alpha}_l}}}{1/\text{SNR}}\right)}{m!m!\Pi_{j=0}^{m-1} j!(j + n - m)!/(\text{SNR}^m)},$$

(2.22)
which leads to

\[
p(\alpha, \hat{\alpha}) = L \Delta(SNR^{-\alpha}) \Delta(SNR^{-\hat{\alpha}}) SNR^{-\sum_{i=1}^{m} \alpha_i} SNR^{-\sum_{i=1}^{m} \hat{\alpha}_i} \]
\[
\sum_{i=1}^{m} \frac{n-m}{2} (\alpha_i + \hat{\alpha}_i) \det \left| I_{n-m} \left( \frac{2 \sqrt{SNR^{-\alpha} SNR^{-\hat{\alpha}}}}{1/\text{SNR}} \right) \right| \cdot (2.23)
\]

As \( \Delta(SNR^{-\alpha}) = SNR^{-\sum_{i=1}^{m} (i-1)\alpha_i} \), we get

\[
p(\alpha, \hat{\alpha}) = SNR^{m} SNR^{-\sum_{i=1}^{m} (i+\frac{n-m}{2})(\alpha_i + \hat{\alpha}_i)} \det \left| I_{n-m} \left( SNR^{-\frac{\alpha_i + \hat{\alpha}_i}{2}} \right) \right| . (2.24)
\]

We will now find \( \det \left| I_{\nu} \left( SNR^{-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right) \right| \). Using (2.19), we get

\[
I_{\nu} \left( SNR^{-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right) = \sum_{i=0}^{\infty} \frac{1}{i!(i+\nu)!} \left( SNR^{-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right)^{2i+\nu} \]
\[
= \left( \frac{SNR^{-\frac{\alpha_k + \hat{\alpha}_l}{2}}}{2} \right)^{\nu} \sum_{i=0}^{\infty} \frac{1}{i!(i+\nu)!} \left( SNR^{-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right)^{2i} \quad (2.25)
\]

Let \( \text{per}(k_1, k_2, \ldots, k_m) \) for \( (k_1, k_2, \ldots, k_m) \) a permutation of \((1, \ldots, m)\) be defined as follows. \( \text{per}(k_1, k_2, \ldots, k_m) \triangleq \)

\[
\begin{cases} 
0 & \text{if } (k_1, k_2, \ldots, k_m) \text{ is an even permutation of } (1, \ldots, m). \\
1 & \text{if } (k_1, k_2, \ldots, k_m) \text{ is an odd permutation of } (1, \ldots, m) 
\end{cases} \quad (2.26)
\]
Thus,

\[
\det \left| I_\nu \left( SNR^{1-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right) \right|
\]

\[
= \sum_k (-1)^{\text{per}(k_1, k_2, \ldots, k_m)} \prod_{l=1}^{m} \left( \frac{SNR^{1-\frac{\alpha_{k_l} + \hat{\alpha}_l}{2}}}{2} \right) \sum_{i=0}^{\infty} \frac{1}{i!(i + \nu)!} \left( \frac{SNR^{1-\frac{\alpha_{k_l} + \hat{\alpha}_l}{2}}}{2} \right)^i
\]

\[
\leq SNR^\nu \sum_{i=1}^{m} \frac{1}{(1-\frac{\alpha_i + \hat{\alpha}_i}{2})} \sum_k (-1)^{\text{per}(k_1, k_2, \ldots, k_m)} \prod_{l=1}^{m} \sum_{i=0}^{\infty} \frac{1}{i!(i + \nu)!} \left( \frac{SNR^{1-\frac{\alpha_{k_l} + \hat{\alpha}_l}{2}}}{4} \right)^i.
\]

The above equation is same as Equation (56) in [51] with \( K = \frac{\sqrt{2}-1}{2} \), \( \phi_i = SNR^{1-\alpha_i} \)
and \( \lambda_i = SNR^{1-\hat{\alpha}_i} \), and hence

\[
\det \left| I_\nu \left( SNR^{1-\frac{\alpha_k + \hat{\alpha}_l}{2}} \right) \right| \leq SNR^\nu \sum_{i=1}^{m} \frac{1}{(1-\frac{\alpha_i + \hat{\alpha}_i}{2})} \triangle(SNR^{1-\alpha_i}) \triangle(SNR^{1-\hat{\alpha}_i})
\]

\[
= SNR^\nu \sum_{i=1}^{m} \frac{1}{(1-\frac{\alpha_i + \hat{\alpha}_i}{2})} SNR^2 \sum_{i=1}^{m} \frac{1}{(1-\frac{\alpha_i + \hat{\alpha}_i}{2})}
\]

\[
= SNR^\nu \sum_{i=1}^{m} \frac{1}{(2i-2+\nu)} \left( 1-\frac{\alpha_i + \hat{\alpha}_i}{2} \right).
\] (2.27)

Substituting in Equation (2.24), we get

\[
p(\alpha, \hat{\alpha}) = SNR^m SNR^\nu \sum_{i=1}^{m} \frac{1}{i+m} \alpha_i + \hat{\alpha}_i \sum_{i=1}^{m} (2i-2+\nu) \left( 1-\frac{\alpha_i + \hat{\alpha}_i}{2} \right)
\]

\[
= SNR^m SNR^\nu \sum_{i=1}^{m} \frac{1}{i+m} \alpha_i + \hat{\alpha}_i \sum_{i=1}^{m} \frac{1}{(1+\frac{n-m}{2})} \left( 1-\frac{\alpha_i + \hat{\alpha}_i}{2} \right)
\]

\[
= SNR^m SNR^\nu \sum_{i=1}^{m} \frac{1}{(2i-n-m-1)} \alpha_i + \hat{\alpha}_i = e_m.
\] (2.28)

2. \( \min(\alpha_m, \hat{\alpha}_m) < 1, \alpha_m + \hat{\alpha}_m \geq 2 \): Using Equation (2.23), we see that all terms except

\[
\exp \left( -\frac{\sum_{i=1}^{m} \frac{1}{SNR^{1-\alpha_i} + SNR^{1-\hat{\alpha}_i}}}{\frac{1}{SNR}} \right)
\]

remain the same and hence are polynomial in \( SNR \) while

\[
\exp \left( -\frac{\sum_{i=1}^{m} \frac{1}{SNR^{1-\alpha_i} + SNR^{1-\hat{\alpha}_i}}}{\frac{1}{SNR}} \right)
\]

decreases exponentially in \( SNR \) and hence \( p(\alpha, \hat{\alpha}) \geq 0 \).

3. \( \min(\alpha_m, \hat{\alpha}_m) < 1, \alpha_m + \hat{\alpha}_m < 2, \alpha_i \neq \hat{\alpha}_i \) for some \( i \in A \): We will prove \( p(\alpha, \hat{\alpha}) \geq 0 \)
in this case. For this we consider 
\[ \exp \left( - \sum_{k=1}^{m} \frac{\lambda_k + \tilde{\lambda}_k}{1 - |\rho|^2} \right) \det \left| I_{\nu} \left( \frac{2|\rho|\sqrt{\lambda_k \tilde{\lambda}_l}}{1 - |\rho|^2} \right) \right| \]
and prove this part to decrease exponentially and we would be done since rest of the terms are polynomial in SNR. Using (2.20),
\[
\exp \left( - \sum_{k=1}^{m} \frac{\lambda_k + \tilde{\lambda}_k}{1 - |\rho|^2} \right) \det \left| I_{\nu} \left( \frac{2|\rho|\sqrt{\lambda_k \tilde{\lambda}_l}}{1 - |\rho|^2} \right) \right| \leq \exp \left( - \sum_{k=1}^{m} \frac{\lambda_k + \tilde{\lambda}_k}{1 - |\rho|^2} \right)
\]
\[
\left( \sum_{k} (-1)^{\text{per}(k_1, k_2, \ldots, k_m)} \Pi_{l=1, \alpha_{k_i} + \alpha_l \leq 2}^m \exp \left( \frac{2|\rho|\sqrt{\lambda_{k_l} \tilde{\lambda}_l}}{1 - |\rho|^2} \right) (1 - \frac{\mu - 1}{16 \sqrt{\lambda_{k_l} \tilde{\lambda}_l}} + \ldots) \Pi_{l=1, \alpha_{k_l} + \alpha_l > 2}^m \text{Poly}(\text{SNR}) \right),
\]
(2.29)

where Poly(\text{SNR}) represents the term that are polynomial in SNR. First observe that
\[
\exp \left( - \frac{\lambda_{k_l} + \tilde{\lambda}_l}{1 - \rho^2} \right) \exp \left( \frac{2|\rho|\sqrt{\lambda_{k_l} \tilde{\lambda}_l}}{1 - \rho^2} \right) \leq 1,
\]
(2.30)
and hence the product of such terms cannot increase exponentially with SNR.

\[
\exp \left( - \sum_{k=1}^{m} \frac{\lambda_k + \tilde{\lambda}_k}{1 - |\rho|^2} \right) \det \left| I_{\nu} \left( \frac{2|\rho|\sqrt{\lambda_k \tilde{\lambda}_l}}{1 - |\rho|^2} \right) \right| \leq \sum_{k} (-1)^{\text{per}(k_1, k_2, \ldots, k_m)} \Pi_{l=1, \alpha_{k_l} + \alpha_l \leq 2}^m \exp \left( - \text{SNR}^{1 - \min(\alpha_{k_l}, \alpha_l)} \right)
\]
\[
\Pi_{l=1, \alpha_{k_l} + \alpha_l > 2}^m \exp \left( - \text{SNR}^{1 - \min(\alpha_{k_l}, \alpha_l)} \right) \text{Poly}(\text{SNR})
\]
\[
\leq \sum_{k} (-1)^{\text{per}(k_1, k_2, \ldots, k_m)} \Pi_{l=1, \alpha_{k_l} + \alpha_l > 2}^m \text{1}_{\min(\alpha_{k_l}, \alpha_l) \geq 1} \Pi_{l=1, \alpha_{k_l} + \alpha_l \leq 2}^m \text{1}_{\alpha_{k_l} = \alpha_l} \text{Poly}(\text{SNR}).
\]

Now, we will show that each term under the sum decays exponentially with SNR.
For this, the product of the above indicators should be 0. Let us now consider all the scenarios when the above product of indicators is 1. If some $\hat{\alpha}_l < 1$, and pairs with $\alpha_{k_l}$ to give $\hat{\alpha}_l + \alpha_{k_l} \leq 2$, then the two must be equal and if it pairs to give $\hat{\alpha}_l + \alpha_{k_l} > 2$, the product of indicators will always be 0. If $\hat{\alpha}_l \geq 1$ and pairs with $\alpha_{k_l}$ to give $\hat{\alpha}_l + \alpha_{k_l} \leq 2$, it can only happen when the two are equal and if it pairs to give $\hat{\alpha}_l + \alpha_{k_l} > 2$, then $\alpha_{k_l} \geq 1$. Hence the only pairing that will work is that all elements of $\alpha_i < 1$ are matched to $\hat{\alpha}_j < 1$ and also $\alpha_i \geq 1$ is not mapped to $\hat{\alpha}_i < 1$. This can happen only when $\alpha_i = \hat{\alpha}_i$ whenever $\alpha_i < 1$ or $\hat{\alpha}_i < 1$ and all the rest are $\geq 1$. If $\alpha_i \neq \hat{\alpha}_i$ for some $i \in A$, the above condition do not hold. This proves Case 3.

4. $\min(\alpha_m, \hat{\alpha}_m) < 1$, $\alpha_m + \hat{\alpha}_m < 2$, $\alpha_i = \hat{\alpha}_i$ for all $i \in A$, $(\alpha, \hat{\alpha}) \notin \bigcup_{k=0}^{m-1} (E_k)$: We see that all the analysis of Case 3 holds for this case and hence if $\alpha_i = \hat{\alpha}_i$ for all $i \in A$ and $(\alpha, \hat{\alpha}) \notin \bigcup_{k=0}^{m-1} (E_k)$, an element $\geq 1$ is mapped to an element $< 1$ which makes the product of indicators zero and hence the probability decreases exponentially with SNR.

5. $\alpha, \hat{\alpha} \in \bigcup_{k=0}^{m-1} (E_k)$. These are the cases we sum over in the statement of the Lemma. In each of these cases, $p(\alpha, \hat{\alpha})$ exist. When we integrate over $\hat{\alpha}$, we find that integral of $\sum_k e_k \mathbb{1}_{E_k}$ w.r.t. $\hat{\alpha}$ is $\Pi_{i=1}^{m} \text{SNR}^{-(2i-1+n-m)\alpha_i} \Pi_{l=1}^{\alpha_i-1} \prod_{i=1}^{m} \text{SNR}^{-(2i-1+n-m)\alpha_i}$. We next note that in order to find the polynomial expressions associated, the two exponentials multiplication cannot decrease with SNR for which we would need $k_l = l$ in (2.29) (since all the $\lambda$’s and $\hat{\lambda}$’s are ordered) and hence from all the expressions, we find that $p(\alpha, \hat{\alpha}) = p_1(\alpha) p_2(\hat{\alpha})$ for any $E_k$. Using the separability, we find that

$$e_k = \text{SNR}^{k(n-m+k)} \prod_{i=1}^{m} \text{SNR}^{-(2i-1+n-m)\alpha_i} \prod_{l=1}^{m} \text{SNR}^{-(2i-1+n-m)\alpha_i}. \quad (2.31)$$
2.B Proof of Theorem 2

We will first verify that the power levels used in the protocol satisfy the average power constraints.

1. **Round 1**: Transmitter trains receiver with power $\text{SNR}$, and hence the average power constraint is satisfied. The receiver uses a maximal power level of $\text{SNR}$ and hence the average power constraint is satisfied.

2. **Round $2 \leq u + 1 \leq K - 1$**:

\[
\Pi(\hat{q}_1 = 1) = \Pi(\hat{q}_1 = 1, q_1(\hat{H}_1) = 0) + \Pi(J_{T1} = 1, q_1(\hat{H}_1) = 1)
\leq \Pi(\hat{q}_1 = 1|q_1(\hat{H}_1) = 0) + \Pi(q_1(\hat{H}_1) = 1)
\leq \text{SNR}^{-mn+\epsilon} + \text{SNR}^{-G_1(r+\epsilon)}
\approx \text{SNR}^{-G_1(r+\epsilon)},
\] (2.32)

where we used $\Pi(\hat{q}_1 = 1|q_1(\hat{H}_1) = 0) \approx \text{SNR}^{-mn+\epsilon}$ since the threshold is at $\text{snr}^{\epsilon/mn}$ and by [16]. Further, $\Pi(q_1(\hat{H}_1) = 1) = \det(I + \hat{H}_1 \hat{H}_1^\dagger \text{SNR}) < \text{SNR}^{r+\epsilon} \approx \text{SNR}^{-G_1(r+\epsilon)}$. The last step follows since $G_1(r+\epsilon) \leq G_1(\epsilon) = mn - \epsilon(m+n-1) \leq mn - \epsilon$.

Hence, the power constraint is satisfied at the transmitter for $u = 1$. For other rounds consider
\[ \Pi(q_{u+1} = 0) = \Pi(q_{u+1} = 0, q_u = 0) + \Pi(q_{u+1} = 0, q_u = 1) \]
\[ \geq \Pi(q_{u+1} = 0, q_u = 0, \tilde{q}_u = 0) + \Pi(q_{u+1} = 0, q_u = 0, \tilde{q}_u = 1) \]
\[ + \Pi(q_{u+1} = 0, \tilde{q}_u = 1, q_u = 1) \]
\[ \geq \Pi(q_{u+1} = 0, q_u = 0, \tilde{q}_u = 1) + \Pi(q_{u+1} = 0, \tilde{q}_u = 1, q_u = 1) \]
\[ \leq \Pi(\tilde{q}_u = 1) \]
\[ \leq \text{SNR}^{-G_u(r+\epsilon)}, \quad (2.33) \]

where we used three things:

(a) \( \Pi(q_{u+1} = 0, q_u = 1, \tilde{q}_u = 0) \geq 0 \). If \( u = 1 \), \( \Pi(q_u = 1, \tilde{q}_u = 0) \geq 0 \). For this consider two cases. If \( q_i = 0 \) for some \( i < u \), then as \( \tilde{q}_u = 0, q_{u+1} = 1 \) since the power estimate \( \geq \text{SNR}^\epsilon \) happens with probability \( \geq 0 \). Further, if \( q_i = 1 \) for all \( i \leq u \), \( \tilde{q}_u = 0 \) happens with probability \( \geq 0 \) since any transmitted 1 from the receiver gets received as 0 with exponentially small probability.

(b) \( \Pi(q_{u+1} = 0, q_u = 0, \tilde{q}_u = 0) \geq 0 \). This is because when transmitter sends at 0 power, the receiver receives at power \( \geq \text{SNR}^\epsilon \) with exponentially small probability.

(c) \( \Pi(\tilde{q}_u = 1) \leq \text{SNR}^{-G_u(r+\epsilon)} \) which has been earlier shown to be true for \( u = 1 \), and we will show in general by induction.

Hence, the average power constraint at the receiver is satisfied for all \( u \). To check the induction argument for \( \tilde{q}_u \) and transmit power constraint,

\[ \Pi(\tilde{q}_{u+1} = 1) = \Pi(\tilde{q}_{u+1} = 1, q_{u+1} = 0) + \Pi(\tilde{q}_{u+1} = 1, q_{u+1} = 1). \quad (2.34) \]
For the first term $\Pi(\hat{q}_{u+1} = 1, q_{u+1} = 0)$. This happens when

$$\text{trace}(HH^\dagger)\text{SNR}^{1+G_u(r+\epsilon)} + 1 \leq \text{SNR}^{\epsilon/mn},$$

which happens with probability $\text{SNR}^{-mn(1+G_u(r+\epsilon))}+\epsilon$.

The second term can occur only when all the $q_1$ to $q_{u+1} = 1$, and all $\hat{q}_1$ to $\hat{q}_{u+1} = 1$. The reason for all $q_1$ to $q_{u+1} = 1$ is because if any of $q_i = 0$ all $q_{i+1} = q_{u+1} = 0$ since the forward channel was good and cannot be bad in the next rounds. This happens when $\det(I + \hat{H}_{u+1}\hat{H}_{u+1}^\dagger\text{SNR}^{1+G_u(r+\epsilon)}) < \text{SNR}^{r+\epsilon}$, which happens with probability $\text{SNR}^{-G_{u+1}(r+\epsilon)}$.

Note that

$$G_{u+1}(r + \epsilon) = G(r + \epsilon, 1 + G_u(r + \epsilon))$$

$$\leq G(\epsilon, 1 + G_u(r + \epsilon)) = mn(1 + G_u(r + \epsilon)) - (m + n - 1)\epsilon$$

$$\leq mn(1 + G_u(r + \epsilon)) - \epsilon. \quad (2.35)$$

Hence, $\Pi(\hat{q}_{u+1} = 1) \leq \text{SNR}^{-G_{u+1}(r+\epsilon)}$. Thus, the induction steps hold, and the power constraint is satisfied.

3. **Round $K$ (forward only):**

$$\Pi(\hat{q}_1 = 1, \hat{q}_2 = 1)$$

$$= \Pi(\hat{q}_1 = 1, \hat{q}_2 = 1, q_2 = 0) + \Pi(\hat{q}_1 = 1, \hat{q}_2 = 1, q_1 = 0, q_2 = 1)$$

$$+ \Pi(\hat{q}_1 = 1, \hat{q}_2 = 1, q_1 = 1, q_2 = 1)$$

$$\leq \Pi(\hat{q}_1 = 1, \hat{q}_2 = 1, q_2 = 0, q_1 = 0) + \Pi(\hat{q}_1 = 1, \hat{q}_2 = 1, q_2 = 0, q_1 = 1)$$

$$+ \Pi(q_1 = 0, \hat{q}_1 = 1, q_2 = 1) + \Pi(q_2 = 1 | q_1 = 1, \hat{q}_1 = 1). \quad (2.36)$$
The first term $\hat{q}_1 = 1, \hat{q}_2 = 1, q_2 = 0, q_1 = 0$ happens asymptotically with probability that there is error in the reverse channel both times. This happens with probability $\text{SNR}^{-mn(1+G_1(r+\epsilon))^{+}}$.

The second term $\hat{q}_1 = 1, \hat{q}_2 = 1, q_2 = 0, q_1 = 1$ happens when $q_1 = 1$ and when there is error in the feedback channel in the second round. This happens with probability less than $\text{SNR}^{-mn(1+G_1(r+\epsilon))^{+}}$.

The third term $q_1 = 0, \hat{q}_1 = 1, q_2 = 1$ happens with exponentially small probability since the probability $\det(I + H_1 H_1^\dagger \text{SNR}) \geq \text{SNR}^{r+\epsilon}$ and $\text{trace}(H_2 H_2^\dagger \text{SNR}^{1+G_1(r+\epsilon)}) + 1 < \text{SNR}^{\epsilon}$ is $\approx 0$. Note that $i,j$th term of $H_1$ and $H_2$ are correlated with correlation $\rho_{i,j}$ s.t. $1 - \rho_{i,j}^2 = \text{SNR}^{-1}$. Let the eigenvalues of $H_1 H_1^\dagger$ and $H_2 H_2^\dagger$ be $\lambda_1, \ldots, \lambda_{\min(m,n)}$ and $\mu_1, \ldots, \mu_{\min(m,n)}$ respectively. Let $\lambda_i = \text{SNR}^{\alpha_i}$ and $\mu_i = \text{SNR}^{-\tilde{\alpha}_i}$.

\[
\Pi \left( \det(I + H_1 H_1^\dagger \text{SNR}) \geq \text{SNR}^{r+\epsilon}, \text{trace}(H_2 H_2^\dagger \text{SNR}^{1+G_1(r+\epsilon)}) + 1 < \text{SNR}^{\epsilon} \right)
\approx \Pi \left( \sum (1 - \alpha_i)^+ \geq r + \epsilon, (1 + G_1(r + \epsilon) - \min_i \tilde{\alpha}_i)^+ < \epsilon \right)
\approx \Pi \left( \sum (1 - \tilde{\alpha}_i)^+ \geq r + \epsilon, (1 + G_1(r + \epsilon) - \min_i \tilde{\alpha}_i)^+ < \epsilon \right)
\approx 0
\] (2.37)

The fourth term in right hand side of (2.36),

\[
\Pi(q_2 = 1 | q_1 = 1, \hat{q}_1 = 1) \approx \text{SNR}^{-G_2(r+\epsilon)}.
\] (2.38)

Hence, (2.36) reduces to

\[
\Pi(\hat{q}_1 = 1, \hat{q}_2 = 1) \approx \text{SNR}^{-mn(1+G_1(r+\epsilon))^{+}} + \text{SNR}^{-G_2(r+\epsilon)}
\approx \text{SNR}^{-G_2(r+\epsilon)}.
\] (2.39)
Similarly, we see that for $u \geq 2$, if $\hat{q}_1 = \cdots = \hat{q}_u = 1$. Then, if any of $q_u = i$ for some $i \leq u$, then $q_u = 0$. Also, the feedback channel transforms $q_u = 0$ to $\hat{q}_u = 1$, which happens with probability $\text{SNR}^{-\min(mn(1+G_{u-1}(r+\epsilon)) + \epsilon}$. However, if $q_i = 1$ for all $i \leq u$, this happens when $\log \det(I + H_u H_u^\dagger \text{SNR}^{1+G_{u-1}(r+\epsilon)}) \geq \text{SNR}^{r+\epsilon}$ which happens with probability $\text{SNR}^{-G_u(r+\epsilon)}$. Hence, the event $\hat{q}_1 = \cdots = \hat{q}_u = 1$ happens with probability $\hat{q}_1 = \cdots = \hat{q}_u = 1$ happens with probability $\hat{q}_1 = \cdots = \hat{q}_u = 1$. Hence, the power constraint is satisfied.

We will now show that the outage probability is $\hat{q}_1 = \cdots = \hat{q}_u = 1$. For this, we see the region of $H$ when there will be outage.

1. $\det(I + HH^\dagger \text{SNR}) \geq \text{SNR}^r$. In this case, a power level of $\text{SNR}$ is sufficient, while we will be using a higher power level. Hence, there can be no outage.

2. $\det(I + HH^\dagger \text{SNR}) < \text{SNR}^r$ and $\det(I + HH^\dagger \text{SNR}^{1+G_1(r+\epsilon)}) \geq \text{SNR}^r$. In this case, $q_1 = 1$ with probability 1. The reason is that

$$\Pi \left( \sum_{i=1}^{\min(m,n)} (1 - \alpha_i)^+ \leq r, \sum_{i=1}^{\min(m,n)} (1 - \hat{\alpha}_i)^+ \geq r + \epsilon \right) = 0,$$

where $\alpha_i$ and $\hat{\alpha}_i$ are the negative exponents of the eigenvalues of $HH^\dagger$ and $\hat{H}_1 \hat{H}_1^\dagger$. Since $q_1 = 1$, $\hat{q}_1 = 1$ with probability 1. Since $\hat{q}_1 = 1$, power of at least $\text{SNR}^{2-r-\epsilon}$ is used and hence no outage in this range.

3. For $u \in [2, K-1]$, $\det(I + HH^\dagger \text{SNR}^{1+G_u(r+\epsilon)}) < \text{SNR}^r$ and $\det(I + HH^\dagger \text{SNR}^{1+G_u(r+\epsilon)}) \geq \text{SNR}^r$. As before, $q_1 = \hat{q}_1 = 1$. Now, since training is at $\text{SNR}^{1+G_1(r+\epsilon)}$,

$$\Pi \left( \sum_{i=1}^{\min(m,n)} (1 + G_1(r + \epsilon) - \alpha_i)^+ \leq r, \sum_{i=1}^{\min(m,n)} (1 + G_1(r + \epsilon) - \hat{\alpha}_i)^+ \geq r + \epsilon \right) = 0,$$

(where $\alpha_i$ and $\hat{\alpha}_i$ are the negative exponents of the eigenvalues of $HH^\dagger$ and $\hat{H}_2 \hat{H}_2^\dagger$). Hence, $q_2 = 1$ which implies $\hat{q}_2 = 1$ with probability 1. Similarly extending all till


\[ q_u = \hat{q}_u = 1 \] with probability 1. Hence there is no outage in this range.

Hence, the outage happens only when \( \det(I + HH^*SNR^{1+G_u(r+\epsilon)}) < SNR^r \) which happens with probability \( SNR^{-G(r,1+G_K-1(r+\epsilon))} \). For \( \epsilon \) very small, diversity of \( G_K(r) \) can be achieved.

## 2.C TDD: Perfect CSIR or Perfect CSIT

In this Appendix, we consider two cases. The first case assumes perfect channel state information at the transmitter, where only the receiver is unaware of channel conditions. Second, we consider the case of perfect information at the receiver (CSIR), with no channel information at the transmitter. In both the above cases, infinite diversity order can be achieved with 1.5 round protocols which is unlike the case of FDD systems [16].

For the case of perfect channel knowledge at the transmitter and receiver, it is well known [21] for the case of \( \min(m,n) > 1 \), zero outage probability is possible at a finite SNR value and thus the diversity order is unbounded. For the case of single antenna system, i.e \( \min(m,n) = 1 \), channel inversion leads to an exponential decay in probability and hence also has an infinite diversity order. We show in the next two results that infinite diversity order can be achieved even if only one of the nodes, transmitter or receiver has perfect channel information.

We begin the discussion with the case when the channel information is perfect at the transmitter and receiver relies on estimated channel knowledge.

**Lemma 3** (No CSIR, Perfect CSIT). For all \( 0 < r < \min(m,n) \), an infinite diversity order is achievable with a 0.5 round protocol.

**Proof.** The protocol proceeds as follows.

**Round 1 (forward only):** The transmitter trains the receiver with a power level

\[
P(H) \doteq \frac{SNR^{1-\epsilon/mn}}{\Pi_{i=1}^{mN} SNR^{-2i-1+n-m}|\alpha_i|},
\]
where $\lambda_i \doteq \text{SNR}^{-\alpha_i}$ are the eigen-values of the channel realization $H$ at the transmitter, and sends data at the same power. It is straightforward to conclude that the power constraint will be satisfied, and the outage probability $\hat{p} = 0$ for $r < \min(m, n) - \epsilon$. (By choosing $\epsilon$ small enough, the above holds for $r < \min(m, n)$.) Note that the power control from the transmitter is only asymptotically satisfied.

Since the transmitter knows the channel perfectly, it can “invert” the channel exactly for the case of $\min(m, n) > 1$ and in this case, the receiver sees a channel whose SNR does not fluctuate and is always above the threshold needed to avoid the outage. Similarly, for the case of no information at the transmitter but full information at the receiver, we can achieve an error probability decay which is faster than any polynomial decay in SNR.

**Lemma 4** (Perfect CSIR, No CSIT). For $0 < r < \min(m, n)$, an infinite diversity order is achievable with a 1.5 round protocol.

*Proof.* The protocol proceeds as follows.

1. **Round 1 (forward):** The transmitter remains silent.

   **Round 1 (reverse):** Since the receiver knows the channel $H$, it finds the index of the power level from $i \in [1, K]$ that would be sufficient to avoid outage as in [36]. Let $\lambda_i \doteq \text{SNR}^{-\alpha_i}$ be the eigen-values of $H$ with $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_m$. Further, the receiver communicates this power level to the transmitter using a power level of $\text{SNR}^{\alpha_m + \frac{i+1}{2K}}$ to communicate index $i$. The transmitter estimates the received power and hence gets the index $i$ with error probability $\hat{p} = 0$.

2. **Round 2 (forward only):** Since the transmitter now knows the power level to use, it sends data at the required power level.

   First note that the probability with which the power level of $\text{SNR}^{\alpha_m + \frac{i+1}{2K}}$ is used is $\leq \text{SNR}^{-\alpha_m}$ and hence the power constraint is satisfied. The only step to prove is to show that the probability with which the transmitter will make a mistake in the index transmitted by
the receiver is $\hat{\alpha}$. Suppose that the transmitter uses a threshold for level $i$ at $\text{SNR}^{\frac{i+1}{2K}} + 1$. Since the transmitted power is $\text{SNR}^{\alpha_m + \frac{i+1}{2K}}$, the received power is $= \text{SNR}^{\alpha_m + \frac{i+1}{2K}} \text{SNR}^{-\alpha_m} = \text{SNR}^{\frac{i+1}{2K}}$. Here, we exploited the reciprocity in the channels since $\alpha_m$ for the forward and the backward channels are the same. Since there is nothing random in the above exponent of $\text{SNR}$ in this received power (asymptotically), using the above threshold, the index will be mistaken with probability $= 0$.

The above strategy attains the diversity of $G_K(r)$ for any finite $K$. Since $G_K(r)$ monotonically increases with $K$ for $0 < r < \min(m, n)$, for any given $x \geq 0$ diversity $\geq x$ can be achieved by choosing $K$ large enough. Thus, the above protocol yields unbounded diversity.

\[ \square \]

2.D Proof of Lemma 2

The probability that the channel cannot support rate $R$ is given by

\[
\Pi \left( \log \det(I + P(\hat{H}_1)HH^\dagger) < R \right) \\
= \Pi \left( \sum_{i=1}^{\min(m,n)} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{\min(m,n)} (2i - 1 + |n - m|)\hat{\alpha}_i - \alpha_i \right)^+ < R \right) \\
= \int_{\mathcal{A}} p(\alpha, \hat{\alpha}) d\alpha d\hat{\alpha} \\
= \sum_{k=0}^{\min(m,n)} \int_{\mathcal{A} \cap E_k} \text{SNR}^{k(n-m)+k} \Pi_{i=1}^{k} \text{SNR}^{-(2i-1+n-m)\hat{\alpha}_i} \Pi_{i=1}^{m-n} \text{SNR}^{-(2i-1+n-m)\alpha_i} d\alpha d\hat{\alpha},
\]

where $\mathcal{A} = \{ \alpha, \hat{\alpha} : \sum_{i=1}^{\min(m,n)} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{\min(m,n)} (2i - 1 + |n - m|)\hat{\alpha}_i - \alpha_i \right)^+ < R \}$.

We first note that $\mathcal{A} \cap E_k = \emptyset$ for $k < \min(m, n)$. Let $m \leq n$, as the other case is similar. For any $E_k$ where $k < \min(m, n)$, $0 \leq \alpha_i = \hat{\alpha}_i < p$ for all $i > k$ and $\min(\alpha_i, \hat{\alpha}_i) \geq p$ for all $i = 1, \ldots, k$. Thus,
\[
\min(m,n) \sum_{i=1}^{\min(m,n)} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{\min(m,n)} (2i - 1 + |n - m|) \hat{\alpha}_i - \alpha_i \right) + \\
= \sum_{i=1}^{k} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{\min(m,n)} (2i - 1 + |n - m|) \hat{\alpha}_i - \alpha_i \right) + \\
+ \sum_{i=k+1}^{m} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{k} (2i - 1 + |n - m|) \hat{\alpha}_i + \sum_{i=k+1}^{m} (2i - 1 + |n - m|) \alpha_i - \alpha_i \right) + \\
\geq \sum_{i=k+1}^{m} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{k} (2i - 1 + |n - m|) \hat{\alpha}_i \right) + \\
\geq \sum_{i=k+1}^{m} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{k} (2i - 1 + |n - m|) \right) + \\
= (m - k) \left( 1 - \frac{\epsilon}{mn} + k(k + |n - m|) \right) + \\
\geq (m - k) \left( 1 + k^2 - \frac{\epsilon}{mn} \right). \quad (2.40)
\]

For \( k = 0 \), above is \( \geq m(1 - \epsilon/mn) \) and for any \( r < m - \epsilon \), the above cannot be less than \( r \). Similarly for \( k = 1, m > 1 \), the above cannot be \( < r \). For \( k > 1 \) we can lower bound \( k^2 - k - \frac{\epsilon}{mn} \) by 0 (by choosing \( \epsilon < 1 \)). Thus,

\[
\sum_{i=1}^{\min(m,n)} \left( 1 - \frac{\epsilon}{mn} + \sum_{i=1}^{\min(m,n)} (2i - 1 + |n - m|) \hat{\alpha}_i - \alpha_i \right) + \\
\geq (m - k) \left( 1 + k^2 - \frac{\epsilon}{mn} \right) + \\
\geq (m - k)(1 + k) + \\
= m - k + mk - k^2 + \\
= m + (m - 1 - k)k + \\
\geq m. \quad (2.41)
\]
Hence,
\[
\Pi \left( \log \det (I + P(\hat{H}_1)H^H) < R \right) = \int_{A \cap E_m} \text{SNR}^{-m(\alpha - n - m)} \Pi_{i=1}^m \text{SNR}^{-(2i-1+n-m)\alpha_i} \Pi_{i=1}^m \text{SNR}^{-(2i-1+n-m)\alpha_i} d\alpha d\hat{\alpha}.
\]

(2.42)

Hence, the negative of the SNR exponent of the above probability is
\[
\min_{(\alpha, \hat{\alpha}) \in A \cap E_m} \sum_{i=1}^m (2i - 1 + n - m)(\hat{\alpha}_i + \alpha_i) - mnp.
\]

(2.43)

The optimal $\hat{\alpha}_i = p$. Now, let $\alpha_i = p + \beta_i$. The above negative SNR exponent is given by
\[
mnp + \min_{(\beta_1, \ldots, \beta_m) \in B} \sum_{i=1}^m (2i - 1 + n - m)\beta_i,
\]

(2.44)

where $B = \{ (\beta_1, \ldots, \beta_m) : \beta_i \geq 0, \sum_{i=1}^m (1 + (mn - 1)p - \frac{\epsilon}{mn} - \beta_i)^+ < r \}$. By the definition of the function $G$, the above reduces to
\[
mnp + G(r, 1 + (mn - 1)p - \frac{\epsilon}{mn}).
\]

(2.45)

For $\epsilon \to 0$, the probability that the channel cannot support rate $R$ is thus
\[
\text{SNR}^{-mnp - G(r, 1 + (mn - 1)p - \frac{\epsilon}{mn})}.
\]

2.E Proof of Theorem 3

To verify that the power constraint is satisfied, observe the following.
1. **Round 1:** The receiver trains the transmitter with power SNR, and hence the power constraint is satisfied.

2. **Round 2:** The transmitter trains the receiver with a power level $P_1(\hat{H}_1) = \frac{\text{SNR}}{\Pi_{i=1}^m \text{SNR}^{-2n_0 - |n - m| + i}}$, and the average power constraint is satisfied.

   \[
   \Pi (q_2 = 1) = \Pi \left( \det \left( I + G_2 G_2^\dagger \right) \geq \text{SNR}^{r+\epsilon} \right) \\
   \leq \text{SNR}^{-W_2(r+\epsilon)},
   \]  

   (2.46)  

   (2.47)

   where the second steps follows from Lemma 2 with $p = 1$.

3. **Round $u = 3 : K - 1$:**

   \[
   \Pi (\hat{q}_2 = 1) = \Pi (\hat{q}_2 = 1, q_2 = 1) + \Pi (\hat{q}_2 = 1, q_2 = 0) \\
   \leq \Pi (q_2 = 1) + \Pi (\hat{q}_2 = 1|q_2 = 0) \\
   \leq \text{SNR}^{-W_2(r+\epsilon)} + e^{-\text{SNR}^r} \\
   = \text{SNR}^{-W_2(r+\epsilon)}
   \]  

   (2.48)  

   (2.49)  

   (2.50)  

   (2.51)

   Further, the training power from the transmitter satisfies the power constraint. For the receiver power constraint, consider

   \[
   \Pi (q_u = 1) = \Pi (q_u = 1, \hat{q}_{u-1} = 1, q_{u-1} = 1) + \Pi (q_u = 1, \hat{q}_{u-1} = 0, q_{u-1} = 1).
   \]

   Let us first consider the first term. As $q_{u-1} = 1$ is received as $\hat{q}_{u-1} = 1$, $\alpha_m \leq 1 + W_{u-1} (r + \epsilon) - \frac{\epsilon}{mn}$. Since $\alpha_m$ is less than the SNR exponent of the power at which the training symbol was sent, $G_u \in O_u$ with probability $= 0$ by Lemma 2. Also, the power estimation cannot fail since $\alpha_m = \hat{\alpha}_m$. Thus, the first term is $= 0$.  
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The second term is upper bounded by \( \Pi (\hat{q}_{u-1} = 0|q_{u-1} = 1) \) which happens with probability
\[
\text{SNR}^{-mn(1+W_{u-1}(r+\epsilon))} + \epsilon \leq \text{SNR}^{-W_u(r+\epsilon)}. \]
Hence,
\[
\Pi (q_u = 1) = \Pi (q_u = 1, \hat{q}_{u-1} = 1, q_{u-1} = 1) + \Pi (q_u = 1, \hat{q}_{u-1} = 0, q_{u-1} = 1) 
\leq \text{SNR}^{-W_u(r+\epsilon)}. \tag{2.52}
\]

The power constraint at the receiver is satisfied since the average power is bounded by \( \text{SNR} \).

4. **Round \( K \) (forward only):** The transmitter trains the receiver and then sends the data both at a power level of

\[
\text{SNR}^{\max\left(1+\sum_{i=1}^{\min(m,n)}(2i-1+|n-m|)\hat{a}_{1,i}, \max_{u \in [2,K-1]} \hat{q}_{u-1}(1+\sum_{i=1}^{\min(m,n)}(2i-1+|n-m|)\hat{a}_{u,i})\right)}
\]
\[
\tag{2.53}
\]

Note that the power constraint is satisfied since for any maximizing term in the power, the probability that that particular \( \hat{q} = 1 \) would balance the exponent.

We will now show that the outage probability is \( \leq mn \left(1 + W_{k-1} (r + \epsilon)\right) \). For \( K = 2 \), it follows directly by Lemma 2 for \( p=1 \). We now assume that \( K > 2 \). For this, we see the region of \( H \) when there will be outage.

1. \( \det \left( I + HH^\dagger P_1 \left( \hat{H}_1 \right) \right) \geq \text{SNR}^r \). In this case, a power level of \( P \left( \hat{H}_1 \right) \) is sufficient, while we will be using a higher power level. Hence, there can be no outage.

2. \( \det \left( I + HH^\dagger P_1 \left( \hat{H}_1 \right) \right) < \text{SNR}^r \) and \( \alpha_m < 1 + W_2 (r + \epsilon) - \frac{\epsilon}{mn} \). In this case, \( q_2 = 1 \) with probability 1. The reason is that

\[
\Pi \left( \sum_{i=1}^{\min(m,n)} (p - \alpha_i)^+ \leq r, \sum_{i=1}^{\min(m,n)} (p - \hat{\alpha}_i)^+ \geq r + \epsilon \right) = 0.
\]
where $\alpha_i$ and $\hat{\alpha}_i$ are the negative exponents of the eigenvalues of $HH^\dagger$ and $H_2H_2^\dagger$, and where $H_2$ is the non-power controlled channel estimate at the receiver and $p$ is the SNR exponent in $P(\hat{H}_1)$. Further, $q_2 = 1$ because $\alpha_m < 1 + W_2 (r + \epsilon) - \frac{\epsilon}{mn}$ makes the received power $> SNR^{\epsilon/mn}$. As $\hat{q}_2 = 1$, using power $P(\hat{H}_2)$ does not produce any outage when $\alpha_m < 1 + W_2 (r + \epsilon) - \frac{\epsilon}{mn}$.

3. For $u \in [3, K - 1]$, $\det \left( I + HH^\dagger P_1 (\hat{H}_1) \right) < SNR^r, 1 + W_{u-1} (r + \epsilon) - \frac{\epsilon}{mn} \leq \alpha_m < 1 + W_u (r + \epsilon) - \frac{\epsilon}{mn}$. As before, $q_2 = 1$. Now, since $\alpha_m \geq 1 + W_2 (r + \epsilon) - \frac{\epsilon}{mn}$, the transmitter will receive this index as 0 which the receiver would know. Hence, $q_3 = 1$. This continues till $q_u = 1$. However, $\hat{q}_u = 1$ since $\alpha_m < 1 + W_{u-1} (r + \epsilon) - \frac{\epsilon}{mn}$. Moreover, sending at power $P_u (\hat{H}_u)$ when $\alpha_m < 1 + W_{u-1} (r + \epsilon) - \frac{\epsilon}{mn}$ does not produce any outage.

Hence, the outage happens only when $\det \left( I + HH^\dagger P_1 (\hat{H}_1) \right) < SNR^r$ and $\alpha_m \geq 1 + W_{u-1} (r + \epsilon) - \frac{\epsilon}{mn}$, whose probability is less than the probability of $\alpha_m \geq 1 + W_{K-1} (r + \epsilon) - \frac{\epsilon}{mn}$ which happens with probability $SNR^{-W_K (r + \epsilon)}$. For $\epsilon$ very small, the diversity multiplexing tradeoff as given in the statement of the Theorem can be achieved.
Chapter 3

Placement of a Relay with Uncertainty in Destination Location

In this chapter, we consider the design problem of maximizing coverage for a fixed desired transmission rate. This would lead to maximize the possibility that the destination is covered. In Sec. 3.2 we compare the coverage regions of the CF and DF achievable strategies, for different locations of the relay. In this comparison, we assume that the relay’s location is the same with both strategies. We extend the comparison in Sec 3.3, and allow each strategy its own preferred relay location and find that when the power of relay is large enough, DF is superior. In Sec. 3.4 we provide bounds on the area (measured in normalized units of area) of the coverage region of DF, as a function of the relay’s location which leads us to study optimal relay location in some cases.

3.1 Background and Definitions

3.1.1 The Channel Model

Our model is depicted in Fig. 3.1. The channel consists of three nodes: a source (node 1), a relay (node 2) and a destination (node 3). We consider a two-dimensional domain for our
three-node network. This means that the source, relay and destination are associated with two-dimensional location vectors $a_1$, $a_2$ and $a_3$, respectively. For simplicity, and without loss of generality, we may assume that $a_1 = (0, 0)$, and $a_2 = (d, 0)$ where $d > 0$ is the distance between the source and the relay. The relations between the channel outputs and inputs are a function of the distances between the various nodes. We let $d_{kl}, k, l = 1, 2, 3$ denote the distances between nodes $k$ and $l$. With this notation, $d_{12} = ||a_2|| = d, d_{13} = ||a_3||$ and $d_{23} = ||a_3 - a_2||$ where $|| \cdot ||$ denotes the Euclidean norm. See Fig. 3.1. The channel equations are now given by,

$$
\begin{align*}
    y_2[i] &= \frac{1}{d_{12}^{\alpha/2}}x_1[i] + z_1[i] \\
    y_3[i] &= \frac{1}{d_{13}^{\alpha/2}}x_1[i] + \frac{1}{d_{23}^{\alpha/2}}x_2[i] + z_2[i]
\end{align*}
$$

(3.1)

where $x_1[i]$ and $x_2[i]$ are the signals transmitted from the source and relay, respectively, at time $i$. These signals are subject to average power constraints $P_1$ and $P_2$, respectively. The quantities $y_2[i]$ and $y_3[i]$ denote the observed signals at the relay and destination, respectively. The quantities $z_1[i]$ and $z_2[i]$ are mutually independent i.i.d circularly-symmetric complex Gaussian noise processes with variance 1. $\alpha \geq 2$ is the path loss exponent.
3.1.2 Codes and Achievable Strategies

A code for the relay channel of rate $R$ and block-length $n$, consists of a pair $(C, \{f_i\}_{i=1}^n)$. $C$ is a set of $2^{nR}$ codewords of length $n$. The source encoder constructs its signal by selecting a codeword $x_1 \in C$. At time $i$, the source sends index $x_1[i]$ and the relay sends $x_2[i]$ using $f_i$ based on its past observation. That is, $x_2[i] = f_i(y_2[i-1], ..., y_2[1])$.

A relay transmission strategy $S$ is formally a collection of relay codes.

**Definition 1.** Given locations $a_2 = (d, 0)$ and $a_3$ of the relay and the destination respectively, a rate $R$ is defined to be achievable by a strategy $S$ (equivalently: $S$ supports $R$) if for any $\epsilon > 0$, there exist $(C, \{f_i\}_{i=1}^n) \in S$ such that the rate of $C$ is at least $R$, and the probability of error, under maximum-likelihood decoding is at most $\epsilon$.

We define the capacity of $S$ at relay location $a_2 = (d, 0)$ and destination location $a_3$ as,

$$ C_S(d, a_3) = \sup \{ R : S \text{ supports } R \}. $$

Cover and El Gamal [26] introduced two achievable coding strategies which were subsequently named decode-and-forward (DF) and compress-and-forward (CF). With DF, the relay decodes the message transmitted by the source. It then cooperates with the source to transmit the message to the destination. With CF, the relay considers the observed signal from the source as a raw signal, compresses it, and transmits it to the destination. The destination then combines this observation with its own observation, and uses both to decode the source’s message.

An important distinction between the two strategies, is that with DF, the relay attempts to decode the source’s message, while with CF it does not. A comprehensive description of the strategies is available e.g. in [26, 31, 38].

The achievable rates with both strategies, for our channel model, were computed in [31, 38], and are provided in Appendix 3.A. Following their example, we confine our attention to CF when the random variables used in the generation of the codebooks are Gaussian.
3.1.3 Coverage

We are now ready to formally define the concept of coverage.

**Definition 2.** Let $R > 0$ be a desired transmission rate. For a fixed distance $d$ between the source and the relay, and a fixed transmission strategy $S$, we define the coverage region as,

$$G_S(d) \triangleq \{ \mathbf{a}_3 : C_S(d, \mathbf{a}_3) \geq R \}.$$

The concept of coverage is closely related to outage - we fix a target rate, and seek to maximize the geographic region, outside which an outage occurs.

3.2 Comparison of CF and DF

In this section, we consider the coverage region when using the DF and CF approaches, for a fixed, given location of the relay $\mathbf{a}_2$. For reference, we also consider the *no-relay* (NR) coverage region, i.e, the coverage region when the relay is not used.

We would expect different locations of the destination $\mathbf{a}_3$ to favor different strategies. That is, for a fixed rate $R$, some locations would be covered only by CF, others only by DF and yet others by both. Surprisingly, however, the following result indicates a monotonic ordering of the coverage regions.

**Theorem 4.** Assume the channel model of Sec. 3.1 and let $R > 0$. Let $d_c$ be defined as follows,

$$d_c = \left( \frac{P_1}{2R - 1} \right)^{1/\alpha}.$$  \hspace{1cm} (3.2)

1. If $d \leq d_c$, then

$$G_{DF}(d) \supseteq G_{CF}(d) \supseteq G_{NR}(d).$$
2. If \( d > d_c \), then

\[
\mathcal{G}_{CF}(d) \supseteq \mathcal{G}_{NR}(d) \supseteq \mathcal{G}_{DF}(d) = \emptyset.
\]

The proof is provided in Appendix 3.B.

We now interpret the results of Theorem 4. The condition \( d \leq d_c \) determines whether the relay is still able to decode the information that is transmitted to it by the source\(^1\). Whenever the relay is able to decode, we see that DF is the method of choice. DF is uniformly superior in transmission to any point, in the sense that it provides coverage at any point served by CF. However, if the relay is not able to decode the data, then DF cannot be applied, and \( \mathcal{G}_{DF}(d) = \emptyset \). For such values of \( d \), the best approach is CF, where the relay and destination combine their channel observations and perform collaborative decoding.

From a design perspective, while for \( d \leq d_c \) DF enjoys a larger coverage region than CF, it suffers from a sharp drop in performance when \( d \) crosses \( d_c \). In practical settings, when the path loss exponent \( \alpha \) is not known (and consequently \( d_c \), as defined by (3.2), is not known), this may become an important disadvantage. CF, in comparison, enjoys a more graceful degradation with respect to changes in \( d \).

The above results can equivalently be stated as follows: Consider the combined transmission strategy CF \( \lor \) DF, under which the various terminals are free to select the best of CF and DF. Theorem 4 implies that,

\[
\mathcal{G}_{CF\lor DF}(d) = \begin{cases} 
\mathcal{G}_{DF}(d), & d \leq d_c \\
\mathcal{G}_{CF}(d), & d > d_c
\end{cases}.
\]

Figs. 3.2 and 3.3 present numerical examples of the regions considered in Theorem 4. In Fig. 3.2, \( d \leq d_c \) and in Fig. 3.3, \( d > d_c \). In both figures we also compare the coverage regions with a region computed according to the upper-bound (UB) as provided by [38].

\(^1\)More precisely, if the transmitter dedicated its power to communication with the relay, then \( d_c \) is the maximal distance at which communication at rate of \( R \) would still be possible.
Note that in neither of the figures $G_{CF \lor DF}(d)$ equals $G_{UB}(d)$.

3.3 Comparison with Unequal Relay Placement

The analysis of Sec. 3.2 focused on coverage regions for a given distance $d$ between the source and the relay. However, different strategies may favor different locations of the relay. Thus, in this section, we provide some interesting results that consider CF and DF when they are allowed different locations of the relay.

**Theorem 5.** Let $R > 0$. Let $d_c$ be defined as in Theorem 4. Then the following assertions holds:

1. Assume $\alpha = 2$. Then there exists a non-negative positive fraction $0 < \gamma < 1/9$, independent of $R$, such that if $P_2 > \gamma \cdot P_1$, then for all $d > d_c$, $G_{CF}(d) \subseteq G_{DF}(d_c)$.

2. There exists $\beta(R) > 0$ such that if $P_2 < \beta(R) \cdot P_1$, then there exists $d_0$ such that,

$$G_{CF}(d_0) \not\subseteq \bigcup_{d>0} G_{DF}(d).$$
The proof of this theorem is provided in Appendix 3.C. We now provide some intuition for these results. We begin with Part 2 of the theorem. Its proof follows from the observation that regardless of how low the power at the relay may be, if the destination is close enough to the relay, then arbitrarily high reliability may be achieved in the link between them. With CF, the relay and the destination cooperate and form a virtual antenna array. With DF, the relay must decode alone, and is thus confined to the no-relay coverage region (i.e., $d$ must not exceed $d_c$). If its power is sufficiently low, it cannot service a destination that is beyond the no-relay region. Turning to Part 1, we observe that with both CF and DF, as $P_2$ increases, the coverage regions naturally stretch around the relay. However, with DF, the relay transmits a higher-quality signal (having stripped off the noise) than with CF. Thus, the region stretches more rapidly. Part 1 now follows by extensive arithmetic.

Theorem 5, combined with Theorem 4, provide us with insight into the choice between strategies DF and CF when the relay location may be optimized independently for each strategy. In the case of $\alpha = 2$, when the relay power is sufficiently large, DF is the method of choice regardless of the desired $R$. If we choose to place the relay at location $d \leq d_c$, then Theorem 4 tells us that $G_{CF}(d) \subseteq G_{DF}(d)$, and thus DF is superior. If $d > d_c$, then Theorem 5 tells us that $G_{CF}(d) \subseteq G_{DF}(d_c)$, and thus switching from CF and DF and repositioning the relay at $d = d_c$ would render superior performance.

Regardless of $\alpha$, if the power at the relay is sufficiently low, Theorem 5 tells us that there are locations and rates that may only be supported by CF. These cannot be supported by DF, regardless of where we place the relay.

### 3.4 Bounds on the DF Coverage Area

So far, our discussion has focused on a comparison of coverage regions with DF and CF. However, a natural question that arises is what the area (in normalized units of area) of the coverage region is, and the effect of the distance $d$ on it. In this section we partially answer
this question for the DF coverage region in a few specific cases. We let \(|G_{DF}(d)|\) denote this area, and begin with the following theorem.

**Theorem 6.** Assume \(P_1 = P_2\) and \(\alpha = 2\). Then for all \(0 < d \leq d_c\),

\[
\pi \sqrt{\lambda \gamma} \cdot d^2 \leq |G_{DF}(d)| \leq \pi \sqrt{\lambda \gamma} \cdot \frac{1 - a/2}{\sqrt{1 - a}} \cdot d^2, \tag{3.3}
\]

where

\[
\rho = \sqrt{1 - \left(\frac{d}{d_c}\right)^2}, \tag{3.4}
\]

\[
\lambda = \frac{1}{4} + \frac{1}{1 - \rho} + \frac{\sqrt{2(1 + \rho)}}{1 - \rho^2}, \tag{3.5}
\]

\[
\gamma = \frac{2}{1 - \rho} - \frac{1}{4}, \text{ and} \tag{3.6}
\]

\[
a = 1 - \frac{\gamma}{\lambda}. \tag{3.7}
\]

**Remark 5.**

1. Recall, from Theorem 6, that when \(d > d_c\), \(G_{DF}(d) = \emptyset\) and thus \(|G_{DF}(d)| = 0\).

2. Observe that \(\rho\) is a function of \(d\), and implicitly a function of \(R\) and \(P_1\) through its dependence on \(d_c\), which was defined by (3.2). Consequently, the other parameters are functions of these values too.

The proof of this theorem is achieved by bounding the coverage region from within by an ellipse whose boundary is given by the points \((\frac{d}{2} + \sqrt{\lambda} d \cos(\theta), \sqrt{\gamma} d \sin(\theta))\), and from outside by a conic whose boundary is given by the points \((\frac{d}{2} + \sqrt{\lambda} d \cos(\theta) \sqrt{1 - a \sin^2(\theta)}, \sqrt{\gamma} d \sin(\theta) \frac{\sqrt{1 - a \sin^2(\theta)}}{\sqrt{1 - a}})\) (the detailed proof is omitted in the thesis). These two bounding shapes, for the case of \(P_1 = P_2 = 10, R = 1\), are plotted in Fig. 3.4, along with the true region (computed numerically).

Fig. 3.5 presents the bounds in (3.3), along with the true area (computed numerically) corresponding to the same parameters as Fig. 3.4. Examining this figure, we see that the
bounds are very tight. By (3.3), the ratio between the two bounds is \((1 - a/2)/(\sqrt{1 - a})\), which increases with \(d\) from 1 to \(\frac{6 + 2\sqrt{2}}{\sqrt{7(5 + 4\sqrt{2})}} \approx 1.02216\). Thus, the gap between the two bounds never exceeds 2.22%.

Examining Fig. 3.5, we may observe that \(|G_{DF}(d)|\) approaches its maximum as \(d \to 0\). To see this, observe that both bounds coincide as \(d \to 0\), and the upper bound decreases with \(d\). Thus, from the point of view of maximizing coverage, the relay should optimally be placed as close to the base station as possible. While this results holds for \(\alpha = 2\), it is not generally true, as the discussion below will show.

The following theorem extends the lower bound of (3.3) to the case of \(\alpha = 4\).

**Theorem 7.** Assume \(P_1 = P_2\) and \(\alpha = 4\). Then for all \(0 < d \leq d_c\),

\[
|G_{DF}(d)| \geq \pi \sqrt{\lambda \gamma} \cdot d^2,
\]

where

\[
\rho = \sqrt{1 - \left(\frac{d}{d_c}\right)^4},
\]

\[
\gamma = \sqrt{\frac{2}{1 - \rho} - 1/4},
\]
and $\lambda$ is the largest real-valued solution of the equation,

\[
\left( x - \frac{1}{4} \right)^4 - \frac{2}{1 - \rho} \left( x - \frac{1}{4} \right)^2 - \frac{4}{1 - \rho^2} \left( x - \frac{1}{4} \right) - \frac{1}{1 - \rho^2} = 0. \tag{3.11}
\]

This solution can be found analytically by applying the Ferrari method, see e.g. [54, page 32].

The proof of this theorem follows by bounding the coverage area from within by an ellipse like in Theorem 6 and is omitted.

![Figure 3.6: Lower bound for $G_{DF}$, $P_1 = P_2 = 100$, $R = 1$, $\alpha = 4$](image)

Fig. 3.6 compares the lower bound of Theorem 7 with the true area (computed numerically), when $P_1 = P_2 = 100$ and $R = 1$. It can be shown that the lower bound (3.8) becomes tight as $d \to 0$.

Recall that with $\alpha = 2$, we proved that the maximum coverage area was achieved when $d \to 0$. However, this is *not* the case with $\alpha = 4$. To prove this, all we need to do is find a nonzero value of $d$ at which the lower bound is greater than its value at $d = 0$. Changing variables from $d$ to $\rho$, we obtain that at $\rho = .93$,

\[
|G_{DF}_{\rho=.93}| \geq \pi \sqrt{\lambda \gamma d^2_{\rho=.93}} = 2.0441 .. \pi d_c^2
\]

\[
> 2\pi d_c^2 = |G_{DF}(d = 0)|.
\]
3.A General Expressions and Notation

3.A.1 DF and CF Achievable Rates

The achievable rates, with DF and CF, that were computed by [31, 38] are

\[ C_{DF} = \max_{0 \leq \rho \leq 1} \min \left\{ \log \left( 1 + \frac{P_1}{d_{12}^\alpha} \right), \log \left( 1 + \frac{P_1}{d_{13}^\alpha} + \frac{P_2}{d_{23}^\alpha} + \frac{2\rho \sqrt{P_1 P_2}}{d_{13}^\alpha d_{23}^\alpha} \right) \right\}, \tag{3.12} \]

\[ C_{CF} = \log \left( 1 + \frac{P_1}{d_{12}^\alpha(1 + \hat{N}_2)} + \frac{P_1}{d_{13}^\alpha} \right), \tag{3.13} \]

where \( \hat{N}_2 \) is given by,

\[ \hat{N}_2 = \frac{P_1(1/d_{12}^\alpha + 1/d_{13}^\alpha) + 1}{P_2/d_{23}^\alpha}. \tag{3.14} \]

3.A.2 Switch to Polar Coordinates

We frequently use the polar coordinates \( x \) and \( \theta \) to parameterize the destination’s location, i.e. we assume the destination is placed at,

\[ \mathbf{a}_3 = (x \cos \theta, x \sin \theta). \tag{3.15} \]

Letting \( d \) denote the distance between the source and the relay, the distances \( d_{12}, d_{13} \) and \( d_{23} \) (see Sec. 3.1.1) now satisfy, \( d_{12} = d, d_{13} = x, \) and \( d_{23}^2 = d^2 + x^2 - 2dx \cos \theta. \)
3.B Proof of Theorem 4

We begin by noting that for all $d > 0$, the result $G_{CF}(d) \supseteq G_{NR}(d)$ is straightforward from (3.13) and from the observation that,

$$C_{NR} = \log \left(1 + \frac{P_1}{d_{13}^{\alpha}}\right).$$  \hspace{1cm} (3.16)

We now prove Part 2 of the theorem, which is the easier of the two parts. Whenever $d > d_c$, by (3.2),

$$R > \log \left(1 + \frac{P_1}{d^{\alpha}}\right) = \max_{\rho \in [0,1]} \log \left(1 + \frac{P_1}{d^{\alpha}}(1 - \rho^2)\right) \geq C_{DF},$$

where the last inequality was obtained by (3.12), recalling that $d_{12} = d$. This is true regardless of the destination location $a_3$, and thus DF cannot support a rate of $R$ anywhere and $G_{DF}(d) = \phi$.

Before proceeding to the proof of Part 1 of the theorem, we introduce the following notation. For a given strategy $S$ ($S$ being DF or CF), and a given $\theta$, we define $x_S(\theta)$ as the maximum $x$ such that a destination with polar coordinates $(x, \theta)$ (see Appendix 3.A) is contained in $G_S(d)$. The proof now focuses on showing that $x_{DF}(\theta) \geq x_{CF}(\theta)$ for all $\theta$.

By (3.12), we may obtain a lower bound on $C_{DF}$ by restricting the maximization to $\rho = 0$. Thus,

$$C_{DF} \geq \min \left\{ \log \left(1 + \frac{P_1}{d_{12}^{\alpha}}\right), \log \left(1 + \frac{P_1}{d_{13}^{\alpha}} + \frac{P_2}{d_{23}^{\alpha}}\right) \right\}. \hspace{1cm} (3.17)$$

The following lemma examines this expression at $x = x_{DF}(\theta)$.

**Lemma 5.** For all $\theta$, consider the point $a_3$ whose polar coordinates are given by $(\theta, x_{DF}(\theta))$.
Then the following holds at \( a_3 \),

\[
\frac{P_1}{d_{12}^{a}} \geq \frac{P_1}{d_{13}^{a}} + \frac{P_2}{d_{23}^{a}}. \tag{3.18}
\]

**Proof.** Assume, by contradiction, that (3.18) does not hold. Letting \( x = x_{DF}(\theta) \), we will now show that we may increase \( x \) and preserve \( C_{DF} \geq R \), contradicting the maximality of \( x_{DF}(\theta) \).

Consider (3.12). Whenever (3.18) does not hold, we have, for all \( \rho \),

\[
\log \left( 1 + \frac{P_1}{d_{12}^{a}}(1 - \rho^2) \right) \leq \log \left( 1 + \frac{P_1}{d_{12}^{a}} \right) \leq \log \left( 1 + \frac{P_1}{d_{13}^{a}} + \frac{P_2}{d_{23}^{a}} + \frac{2\rho \sqrt{P_1 P_2}}{d_{13}^{a/2} d_{23}^{a/2}} \right).
\]

Thus, the minimization in (3.12) is achieved by the first term. Changing \( x \) does not affect this term. Increasing \( x \) affects \( d_{13} \) and \( d_{23} \) and thus reduces the second term. However, by a continuity argument, we may increase \( x \) slightly without altering the invalidity of (3.12). Thus, the minimization in (3.12) would still be achieved by the first term, and \( C_{DF} \) will not change. Therefore, if \( C_{DF} \geq R \) at \( x = x_{DF}(\theta) \), it will remain so after we increase \( x \) a little, producing the desired contradiction. \( \square \)

By Lemma 5, (3.17) implies that at \( x = x_{DF}(\theta) \),

\[
C_{DF} \geq \log \left( 1 + \frac{P_1}{d_{13}^{a}} + \frac{P_2}{d_{23}^{a}} \right) > C_{CF}. \tag{3.19}
\]

The last inequality may be obtained by simple arithmetic using (3.13) and (3.14). By a continuity argument, \( C_{DF} = R \) at \( (\theta, x_{DF}(\theta)) \), and thus the above inequality implies that \( C_{CF} < R \) at this point.

We now argue that this result implies that \( G_{DF}(d) \geq G_{CF}(d) \). This would follow if we could show that \( C_{CF} \) decreases in the range \( x > x_{DF}(\theta) \), for all \( \theta \).
In the range $x > d$, $d_{13}, d_{23}$ can easily be shown to be increasing functions. This implies that $\hat{N}_2$ increases (see (3.14)), and consequently $C_{CF}$ decreases (see (3.13)). Thus, our desired result would now follow if we could prove that $x_{DF}(\theta) > d$ for all $\theta$. To see this, observe that by (3.16) and (3.2), $G_{NR}$ is a circle with radius $d_c$. We have shown that $G_{NR} \subset G_{CF}$. Thus, if $C_{CF} < R$ at $(\theta, x_{DF}(\theta))$ (as we have shown above), then $x_{DF}(\theta) \geq d_c \geq d$ (the last inequality being one of the conditions of this part of the theorem). This is precisely the result we sought, thus completing the proof of Part 1 of the theorem.

### 3.C Proof of Theorem 5

Before beginning with the proof, we argue that we may assume, without loss of generality, that $P_1$ (the power of the source) is 1. To see this, observe that if $P_1 \neq 1$, we may replace $P_1$ and $P_2$ by $\hat{P}_1 = 1$ and $\hat{P}_2 = P_2/P_1$. This substitution preserves the ratio $\hat{P}_1/\hat{P}_2 = P_1/P_2$, and has the effect of scaling the DF and CF coverage regions. That is, if we relocate the relay and the destination from any locations $a_2$ and $a_3$ (respectively) to $1/P_1^{1/\alpha} \cdot a_2$ and $1/P_1^{1/\alpha} \cdot a_3$, the achievable rates $C_{CF}$ and $C_{DF}$ would remain unchanged.

Under these assumptions, given that the relay is placed at $(d, 0)$, and using the notation of Sec. 3.A, the expressions for the DF and CF achievable rates (3.12) and (3.13) may be rewritten as,

\[
C_{DF} = \max_{0 \leq \rho \leq 1} \min \left\{ \log \left( 1 + \frac{1}{d^\alpha} (1 - \rho^2) \right), \log \left( 1 + \frac{1}{x^\alpha} + \frac{P_2}{d_{23}^\alpha} + \frac{2\rho \sqrt{P_2}}{d_{23}^{\alpha/2} d_{23}^{\alpha/2}} \right) \right\},
\]

(3.20)

\[
C_{CF} = \log \left( 1 + \frac{1}{d^\alpha (1 + \hat{N}_2)} + \frac{1}{x^\alpha} \right),
\]

(3.21)
and (3.14) by,

\[ \hat{N}_2 = \frac{1/d^\alpha + 1/x^\alpha + 1}{P_2/d_{23}^2}. \]  

(3.22)

3.C.1 Proof of Part 1 of Theorem 5

In this section, we assume that \( \alpha = 2 \). Rather than focus on \( C_{DF} \) and \( C_{CF} \) as in (3.20) and (3.21), the following lemma allows us to revert to two alternative functions.

Lemma 6. Let \( C_{DF}(x, \theta, d) \) and \( C_{CF}(x, \theta, d) \) denote the achievable rates when the relay is placed at \((d, 0)\) and the destination location is derived from \( x \) and \( \theta \). Let

\[ \bar{C}_{DF}(x, \theta) \triangleq \log \left( 1 + \frac{1}{x^2} + \frac{P_2}{d_{23}^2} \right), \]  

(3.23)

\[ C_{CF}^+(x, \theta) \triangleq \log \left( 1 + \frac{1}{x^2} + \inf_{d \geq d_c} \frac{P_2}{(P_2 d^2 + d_{23}^2)} \right), \]  

(3.24)

where \( d_{23,c} \) is the distance from a relay placed at \((d_c, 0)\) to the destination, and \( d_{23} \) is the same for a relay placed at \((d, 0)\). Then the following holds:

1. \( \bar{C}_{DF}(x, \theta) \geq R \) if and only if \( C_{DF}(x, \theta, d_c) \geq R \). Equivalently,

\[ \mathcal{G}_{DF}(d_c) = \left\{ (x \cos \theta, x \sin \theta) : \bar{C}_{DF}(x, \theta) \geq R \right\}. \]

2. \( C_{CF}^+(x, \theta) \) upper bounds \( C_{CF}(x, \theta, d) \) for all \( d \geq d_c \), and therefore,

\[ \bigcup_{d \geq d_c} \mathcal{G}_{CF}(d) \subset \left\{ (x \cos \theta, x \sin \theta) : C_{CF}^+(x, \theta) \geq R \right\}. \]

Proof. Part 1 follows from the observation that when \( d = d_c \), by (3.2), any choice of \( \rho \) in (3.20) other than \( \rho = 0 \) would render \( C_{DF} < R \).
Part 2 follows by bounding the term \( d^2(1 + \hat{N}_2) \), which appears in (3.21), as

\[
d^2(1 + \hat{N}_2) = \frac{d^2(1/d^2 + 1/x^\alpha + 1 + P_2/d_{23}^2)}{P_2/d_{23}^2} \geq \frac{d_{23}^2(1/d^2 + P_2/d_{23}^2)}{P_2} = \frac{d_{23}^2 + P_2d^2}{P_2}.
\]

Our aim now is to show that wherever \( C^+_{CF}(x, \theta) \geq R \), also \( \tilde{C}_{DF}(x, \theta) \geq R \). In the sequel, we use the shorthand notation \( s \triangleq \cos \theta \).

**Lemma 7.** Let \( \theta \) be fixed,

1. If \( s \leq 0 \), then for all \( x > 0 \), \( \tilde{C}_{DF}(x, \theta) \geq C^+_{CF}(x, \theta) \).

2. Assume \( s > 0 \) and let \( x_1 \) be given by,

\[
x_1 = \frac{1}{s} \frac{\sqrt{P_2 + 1}}{\sqrt{P_2 + 1} - \sqrt{P_2}} \cdot d_c.
\]

Then, \( C^+_{CF}(x, \theta) \leq \tilde{C}_{DF}(\min(x, x_1), \theta) \).

**Proof.** Observe, by (3.23) and (3.24) that \( \tilde{C}_{DF}(x, \theta) \geq C^+_{CF}(x, \theta) \) if and only if \( f_{\text{min}} \geq d_{23,c} \) where \( f_{\text{min}} \) is given by, \( f_{\text{min}} = \inf_{d \geq d_c} (P_2d^2 + d_{23}^2) \). Let \( f(d) \) be defined by,

\[
f(d) \triangleq P_2d^2 + d_{23}^2 = (P_2 + 1)d^2 + x^2 - 2dxs,
\]

where the last equality was obtained by the cosine theorem. Taking the derivative of \( f(d) \), we obtain that the unconstrained minimum (i.e., the minimum in the range \( d \in (-\infty, \infty) \)) is obtained at,

\[
d_{\text{min}} = \frac{x}{P_2 + 1}.
\]

If \( s \leq 0 \) then \( d_{\text{min}} \leq 0 < d_c \), and thus \( f_{\text{min}} \), which is the minimum in the range \( d \geq d_c \), is
obtained at \(d_c\). Thus,

\[
f_{\min} = f(d_c) = P_2 d_c^2 + d_{23,c}^2 > d_{23,c}^2,
\]

and our desired result of Part 1 of the lemma follows.

To prove Part 2, we begin by considering the range \(x \in [0, x_1]\). We further divide the interval \(x \in [0, x_1]\) into two overlapping intervals, \([0, x']\) and \([x'', x_1]\) and prove the desired result separately in each interval. We define,

\[
x' = \frac{1}{s} \cdot d_c,
\]

\[
x'' = \frac{1}{s} \frac{\sqrt{P_2 + 1}}{\sqrt{P_2 + 1} + \sqrt{P_2}} \cdot d_c.
\]

Clearly, \(x'' < x' < x_1\), and thus the two intervals overlap.

If \(x \leq x'\) then \(d_{\min} < d_c\) (by (3.27)), and thus \(f_{\min} \geq d_{23,c}^2\) as in the proof of Part 1 of the lemma. Thus, the desired result is obtained for \(x \in [0, x']\).

We proceed to consider the interval \(x \in [x'', x_1]\). The minimum \(f_{\min}\) (constrained to \(d \geq d_c\)) clearly satisfies \(f_{\min} \geq f(d_{\min})\). By (3.26) and (3.27), we have, after some algebraic manipulations,

\[
f(d_{\min}) = x^2 \left(1 - \frac{s^2}{P_2 + 1}\right). \tag{3.28}
\]

Thus, a sufficient condition for \(f_{\min} \geq d_{23,c}^2\) is,

\[
x^2 \left(1 - \frac{s^2}{P_2 + 1}\right) \geq d_{23,c}^2. \tag{3.29}
\]

Applying the cosine theorem and rearranging the terms, we obtain the inequality,

\[
\frac{s^2}{P_2 + 1} \cdot x^2 - (2d_c s)x + d_c^2 \leq 0. \tag{3.30}
\]
The left hand side of this inequality is a parabola in $x$, whose roots are $x''$ and $x_1$. Thus, the inequality is satisfied for all $x \in [x'', x_1]$. Consequently, by the above discussion, $f_{\min} \geq d_{23,c}^2$ in this interval, as desired. This completes the proof on the lemma in the interval $x \in [0, x_1]$.

Before proceeding to the interval $[x_1, \infty)$, observe that $x_1$ satisfies (3.30) and consequently (3.29), with equality. Equivalently,

$$x_1^2 \left(1 - \frac{s^2}{P_2 + 1}\right) = d_{23,c}^2.$$  \hspace{1cm} (3.31)

We now consider $x \geq x_1$. Observe that the discussion leading to (3.28) remains valid in this range. By (3.24),

$$C_{CF}^T(x, \theta) = \log \left(1 + \frac{1}{x^2} + \inf_{d \geq 0 \atop \theta} \frac{P_2}{\int f(d, x, \theta)}\right) \leq \log \left(1 + \frac{1}{x^2} + \frac{P_2}{\int f(d, x, \theta)}\right)$$

$$\overset{(a)}{=} \log \left(1 + \frac{1}{x^2} + \frac{P_2}{x^2\left(1 - \frac{s^2}{P_2 + 1}\right)}\right) \overset{(b)}{=} \log \left(1 + \frac{1}{x_1^2} + \frac{P_2}{x_1^2\left(1 - \frac{s^2}{P_2 + 1}\right)}\right)$$

$$\overset{(c)}{=} \log \left(1 + \frac{1}{x_1^2} + \frac{P_2}{d_{23,c}^2}\right) = \tilde{C}_{DF}(x_1, \theta),$$

where (a) is obtained by (3.28), (b) follows from $x \geq x_1$, and (c) is obtained by (3.31).

Lemmas 6 and 7 imply that a sufficient condition for Part 1 of Theorem 5 is $\tilde{C}_{DF}(x_1, \theta) \leq R$ for all $\theta$ such that $s = \cos \theta > 0$ (recall that $x_1$ is a function of $\theta$) and all $P_2 > 1/9$ (recall that we have assumed that $P_1 = 1$).

Using (3.2) and (3.23), $\tilde{C}_{DF}(x_1, \theta) \leq R$ can be rewritten as,

$$\log \left(1 + \frac{P_2}{d_{23,c}^2} + \frac{1}{x_1^2}\right) \leq \log \left(1 + \frac{1}{d_c^2}\right).$$  \hspace{1cm} (3.32)
Plugging (3.25) and (3.31) in (3.32), we get

\[
P_2 \leq \left( 1 - \frac{s^2}{P_2 + 1} \right) \left( \frac{1}{s} \frac{\sqrt{P_2 + 1}}{\sqrt{P_2 + 1} - \sqrt{P_2}} \right)^2 - 1 \). \tag{3.33}
\]

The right hand side of the above inequality is a descending function of \( s \) in the range \( s \in [0, 1] \). Thus, a necessary and sufficient condition for the inequality to be valid for all \( s \in [0, 1] \) is that the inequalities hold for \( s = 1 \). We thus confine our attention to this case, and rewrite (3.33) as,

\[
P_2 \leq \left( 1 - \frac{1}{P_2 + 1} \right) \left[ \left( \frac{\sqrt{P_2 + 1}}{\sqrt{P_2 + 1} - \sqrt{P_2}} \right)^2 - 1 \right],
\]

which can be verified to be satisfied for \( P_2 \geq 1/9 \).

**3.C.2 Proof of Part 2 of Theorem 5**

An outline of the following proof was provided in Sec. 3.3. We confine our attention in this section to destinations \( a_2 \) of the form \((0, x)\) where \( x > d_c \). We begin by examining \( C_{DF} \).

By (3.20) (assuming, as discussed above, that \( P_1 = 1 \)),

\[
\limsup_{P_2 \to 0} C_{DF} \leq \lim_{P_2 \to 0} \max_{0 \leq \rho \leq 1} \log \left( 1 + \frac{1}{x^\alpha} + \frac{P_2}{d_{23}^\alpha} + \frac{2\rho\sqrt{P_2}}{x^{\alpha/2}d_{23}^{\alpha/2}} \right) = \log \left( 1 + \frac{1}{d_c^\alpha} \right) = R.
\]

The last equality follows by (3.2). Thus, at any \( x > d_c \), for \( P_2 \) that is too small, \( C_{DF} < R \), and thus we may not support the desired rate of \( R \).

We now turn to examine \( C_{CF} \). We wish to find a destination location \( a_3 = (0, x) \), where \( x > d_c \), such that regardless of how low the relay power \( P_2 \) may be, by positioning the relay close enough to the destination, we will be able to support the desired rate of \( R \). Combining this with our above result for DF will conclude the proof.
Let $x > d_c$ be arbitrary. We will examine relay locations given by $(0, d)$, where $d = x - P_2^{1/\alpha}$. With this choice, $P_2/d_{23}^{\alpha} = 1$, and

$$\lim_{P_2 \to 0} C_{\text{CF}} = \lim_{P_2 \to 0} \log \left( 1 + \frac{1}{d^{\alpha}(1 + \hat{N}_2)} + \frac{1}{x^{\alpha}} \right),$$

where we have used $d_{12} = d$, and $d_{13} = x$. Now, it is straightforward to verify that

$$\lim_{P_2 \to 0} d^{\alpha}(1 + \hat{N}_2) = 2(1 + x^{\alpha}).$$

Thus,

$$\lim_{x \to d_c} \left( \lim_{P_2 \to 0} C_{\text{CF}} \right) = \log \left( 1 + \frac{1}{2(1 + d^{\alpha}_2)} + \frac{1}{d^{\alpha}_c} \right) > \log \left( 1 + \frac{1}{d^{\alpha}_c} \right) = R,$$

where the last equality follows by (3.2). Thus, there exists $x_0 > d_c$, such that for arbitrarily small $P_2$, the achievable rate with CF (when the relay is appropriately placed) is greater than $R$. This is exactly what we set out to prove, thus concluding the proof of the theorem.
Chapter 4

Uncertain Channel Gains in Interference Networks

In this chapter, we consider the case when the network connectivity is known to all the nodes in the network. However, the channel gains of the links are only known locally. We measure the local knowledge of the link gains via a metric called the number of hops and measure the performance of a strategy in terms of the worst case ratio of sum throughput achieved to the maximum sum throughput possible with global information. The best ratio achieved by any strategy is called normalized sum-capacity. We propose a strategy called Maximal Independent Graph (MIG) Scheduling, which achieves normalized sum-capacity in many scenarios. In section 4.1, we give the system and network model, and provide some definitions that will be used throughout the chapter. We will also consider the example of a Multiple Access Network to gain understanding. In Section 4.2, we define MIG scheduling and derive the independent graphs in the cases when the transmitters have 1 or 2 hops of channel gain information. In Section 4.3, we characterize the cases where maximal independent graph scheduling is optimal. In Section 4.4, we give an example where maximal independent graph scheduling is not optimal, and extend the achievable scheme with 1-hop knowledge at transmitters to coded maximal independent set scheduling.
4.1 Problem Formulation

In this section, we will first describe the system and network models. We will then de-
fine normalized sum-rate and normalized sum-capacity which will be used to evaluate the
performance with asymmetric network information at the nodes. Finally, we will also for-
malize the specific notion of local view used in this chapter to model asymmetric network
information.

4.1.1 System Model

As shown in Figure 4.1, consider a wireless network with $K$ transmitters and $K$ receivers.
Each node in the network is either a transmitter or a receiver. For each transmitter $k$, let the
message index $m_k$ be encoded as $X_k^n$ using the encoding functions $e_k(m_k|N_k, SI)$, which
depend on the local view, $N_k$, and side information about the network, $SI$. Only receiver $k$
is interested in message $m_k$. The message is decoded at the receiver $k$ using the decoding
function $d_k(Y_k^n|N'_k, SI)$, where $N'_k$ is the receiver local view and $SI$ is the side information.

A strategy is defined as the set of all encoding and decoding functions in the network,
$\{e_k(m_k|N_k, SI), d_k(Y_k^n|N'_k, SI)\}$. We note that the local view at transmitter $k$ and receiver
$k$ can be different, as will be the case in our subsequent development. The relationship
between the transmit signals and the received signals is specified by the network model
that is described in the next section.

4.1.2 Network Model

We will consider two models for interference networks. We use a deterministic model,
which was proposed as an approximation to the Gaussian model in [18] to get insights and
then proceed to Gaussian network model both of which are described as follows.
Figure 4.1: System-level depiction of the problem.

**Deterministic Model**

In a deterministic interference network, the input of the $k^{th}$ transmitter at time $i$ can be written as $X_k[i] = [X_{k1}[i], X_{k2}[i], \ldots, X_{kq}[i]]^T$, $k = 1, 2, \ldots, K$, such that $X_{k1}[i]$ and $X_{kq}[i]$ are the most and the least significant bits, respectively. The received signal of user $j$, $j = 1, 2, \ldots, K$, at time $i$ is denoted by the vector $Y_j[i] = [Y_{j1}[i], Y_{j2}[i], \ldots, Y_{jq}[i]]^T$. Associated with each transmitter $k$ and receiver $j$ is a non-negative integer $n_{kj}$ that represents the gain of the channel between them. The maximum number of bits supported by any link is $q = \max_{k,j}(n_{kj})$. The received signal $Y_j[i]$ is given by

$$Y_j[i] = \sum_{k=1}^{K} S^{q-n_{kj}} X_k[i],$$

(4.1)

where $q$ is the maximum of the channel gains (i.e. $q = \max_{j,k}(n_{jk})$), the summation is in $\mathbb{F}_2^q$, and $S^{q-n_{jk}}$ is a $q \times q$ shift matrix with entries $S_{m,n}$ that are non-zero only for $(m,n) = (q-n_{jk}+n,n)$, $n = 1, 2, \ldots, n_{jk}$. We will also use $X_k^n$, $Y_k^n$ to denote $(X_{k1}, \ldots, X_{kn})$, $(Y_{k1}, \ldots, Y_{kn})$. The network can be represented by a square matrix $H$ whose $(i,j)^{th}$ entry is $H_{ij} = n_{ij}$. We note that $H$ need not be symmetric.
Gaussian Model

In a Gaussian interference network, the inputs of the \( k^{th} \) transmitter at time \( i \) are denoted by \( X_k[i] \in \mathbb{C}, k = 1, 2, \cdots, K \), and the outputs at \( j^{th} \) receiver in time \( i \) can be written as \( Y_j[i] \in \mathbb{C}, j = 1, 2, \cdots, K \). The received signal \( Y_j[i], j = 1, 2, \cdots, K \) is given by

\[
Y_j[i] = \sum_{k=1}^{K} h_{kj} X_k[i] + Z_j[i],
\]

(4.2)

where \( h_{kj} \in \mathbb{C} \) is the channel gain associated with each transmitter \( k \) and receiver \( j \), and \( Z_j[i] \) are additive white complex Gaussian random variables of unit variance. Much like the deterministic case, we will use \( X_k^n, Y_k^n \) to denote \( (X_k[1], \cdots, X_k[n]), (Y_k[1], \cdots, Y_k[n]) \).

Further, the input \( X_k[i] \) has an average power constraint of unity, i.e. \( \mathbb{E}(\frac{1}{n} \sum_{i=1}^{n} |X_k[i]|^2) \leq 1 \), where \( \mathbb{E} \) denotes the expectation of the random variable.

Like the deterministic case, we represent the network by a square matrix \( H \) whose \((i, j)^{th}\) entry is \( H_{ij} = |h_{ij}|^2 \) and can similarly define the set of network states. Thus we will use the matrix \( H \) for both the deterministic and the Gaussian model, where the usage will be clear from the context.

4.1.3 Normalized Sum-Capacity

As we discussed earlier, at each receiver \( k \), the desired message \( m_k \) is decoded using the decoding function \( d_k(Y_k^n | N'_k, Sl) \), where \( N'_k \) is the receiver local view of the network and \( Sl \) is the side information. The corresponding probability of decoding error \( \lambda_j(n) \) is defined as \( \Pr[m_k \neq d_k(Y_k^n | N'_k, Sl)] \). A rate tuple \((R_1, R_2, \cdots, R_K)\) is said to be achievable if there exists a sequence of codes such that the error probabilities \( \lambda_1(n), \cdots, \lambda_K(n) \) go to zero as \( n \) goes to infinity for all network states consistent with the side information. The sum-capacity is the supremum of \( \sum_i R_i \) over all possible encoding and decoding functions.

We will now define normalized sum-rate and normalized sum-capacity that will be used throughout the chapter. These notions represent the percentage of the global-view
sum-capacity that can be achieved with partial information about the network.

**Definition 3.** Normalized sum-rate of \( \alpha \) is said to be achievable for a set of network states with partial information if there exists a strategy such that following holds. The strategy yields a sequence of codes having rates \( R_i \) at the transmitter \( i \) such that the error probabilities at the receiver, \( \lambda_1(n), \cdots \lambda_K(n) \), go to zero as \( n \) goes to infinity, satisfying

\[
\sum_i R_i \geq \alpha C_{\text{sum}} - \tau
\]

for all the sets of network states consistent with the side information, and for a constant \( \tau \) that is independent of the channel gains but may depend on the side information \( S_l \). Here \( C_{\text{sum}} \) is the sum-capacity of the whole network with the full information.

**Definition 4.** Normalized sum-capacity, \( \alpha^* \), is defined as the supremum over all achievable normalized sum rates \( \alpha \).

Note that \( \alpha^* \in [0, 1] \). In [11], we defined the concept of universal optimality of a strategy. A universally optimal strategy is the one which achieves \( \alpha^*(h) = 1 \) for a given network. Thus, universal optimality is the special case where the distributed scheme achieves global-view sum-capacity in all network states and hence is universally optimal for all network states.

### 4.1.4 Local View Based on Hop Distance

We assume that that there is a direct link between each transmitter \( T_i \) and its intended receiver \( D_i \). On the other hand, if a cross-link between transmitter \( i \) and receiver \( j \) does not exist, then \( H_{ij} \equiv 0 \). For large part, we will treat the network as a weighted undirected graph, \( G = (V, E, W) \), where transmitters and receivers are the vertices of the graph, \( V = \{T_i, D_i\} \), and an edge \( e \in E \) exists between any two nodes if they have a possibility of non-zero channel gain. In other words, if the channel gain between two nodes is identically
zero, there is no edge between them\(^1\). Finally, the actual channel gain \(n_{ij}\) (for deterministic model) or \(h_{ij}\) (for Gaussian model) is the edge weight \(w(e) \in W\). The resulting bipartite graph thus has \(2K\) vertices and no more than \(K^2\) edges.

We realize that the current formulation of distributed encoding is very general and encompasses a large class of \(\{N_k, N'_k\}\) and \(SI\). To make progress we will focus on a special structure of local view and side information at the nodes, which is largely inspired by common characteristics of existing network protocols. We will assume that the side information at all the nodes is the network connectivity characterized by \((E, V)\). We identify \((E, V)\) with the long time-scale characteristics of the network, which changes slowly. However, the network state captured by edge weights \(W\), which gives the weights of edges is not part in the side information.

The local view at the nodes is defined using the metric of hop count \(h\). For any node, the links that are incident on the node have a distance of 1-hop. In general, hop-distance of a link from a node is one plus the minimum amount of links traversed starting from the node and terminating at the link. An example of the minimum distance of the links from a node is shown in Figure 4.2. We say that there is \(h\)-local view when all the transmitters know the weights (equivalently the channel gains) of those links which are at a distance of \(h\)-hops from them while the receivers know the weight of only those links which are at most distance of \(h + 1\) hops from them. This definition of \(h\)-local information is based on our prior work in [11] where we proposed a multi-round protocol abstraction to show how different nodes have different amounts of network information. In the message-passing abstraction, it was convenient to have receivers know one more hop than their corresponding transmitters, which allowed coherent decoding.

Thus, we will consider the side information \(SI\) to be the network connectivity while the local information at each node is the \(h\)-local information. As \(h\) increases, the normalized

\(^1\)The model is inspired by fading channels, where the existence of a link is based on its average channel gain. On the average the link gain may be above the noise floor but its instantaneous value can be below the noise floor.
Figure 4.2: The hop-distances of each link from transmitter, $T_2$ (the dark circle), are labeled above each link.

The sum-capacity increases. When $h$ is the network diameter, which is the maximum hop distance between any link and any node, all the nodes have full network information. This is called the global view, since every node knows the complete network state, $G = (V, E, W)$. In this setting, normalized sum-capacity $\alpha^* = 1$. When $h = 0$, none of the nodes know any weights and thus following compound channel arguments [23], $\alpha^* = 0$ since none of the nodes know any link weight and have to assume that all channel gains are zero.

4.1.5 A Warmup Example: Multiple Access Network

Figure 4.3: Example: multiple-access network with 1-hop local information.

We start with a simple example to illustrate these concepts. As shown in Figure 4.3,
we consider the $K$-user Gaussian multiple access network with the channel gain from $i^{th}$ transmitter to the receiver being $h_i$ such that $|h_i|^2 = \sqrt{\text{SNR}_i}$ and the power constraint at each transmitter being unity. Note that the network diameter is two, which implies 2-local is equivalent to global view implying $\alpha^*(2) = 1$. Thus the interesting case is that of 1-local view.

We show that when there is 1-local view, the normalized sum-capacity is $1/K$ which can be achieved by simply scheduling one user at a time in a total of $K$ time-slots. It can also be achieved by letting each user simultaneously send at $1/K$ fraction of its direct link capacity.

The main challenge is to show the converse. Let $K > 1$, as otherwise the result holds trivially. Assume that normalized sum-rate of $\alpha = (1/K + \epsilon)$ is achievable. Then, we should be able to achieve a rate tuple satisfying

$$R_i \geq \left(\frac{1}{K} + \epsilon\right) \log(1 + \text{SNR}_i) - \tau, \quad \forall \, 1 \leq i \leq K. \quad (4.3)$$

This is because each node is unaware of the other channel gains. To achieve a normalized sum-rate larger than $\alpha$, each user should send at a rate larger than a fraction $\alpha$ of its channel capacity up to a difference $\tau$ (otherwise in the case when all other channel gains are zero, achievable normalized sum-rate is smaller than $\alpha$). Now, we will show that this rate-tuple cannot be achieved. With the capacity bound of full information,

$$R_K \leq \log \left(1 + \sum_{i=1}^{K} \text{SNR}_i\right) - \sum_{i=1}^{K-1} R_i$$

$$\leq \log \left(1 + \sum_{i=1}^{K} \text{SNR}_i\right) - \left(\frac{1}{K} + \epsilon\right) \sum_{i=1}^{K-1} \log(1 + \text{SNR}_i) + (K - 1)\tau. \quad (4.3)$$
Since the $K^{th}$ transmitter does not know $\text{SNR}_i$ for $1 \leq i \leq K - 1$,

\[
R_K < \min_{\text{SNR}_i, 1 \leq i \leq K-1} \left[ \log \left( 1 + \sum_{i=1}^{K} \text{SNR}_i \right) \right. \\
- \left. \left( \frac{1}{K} + \epsilon \right) \sum_{i=1}^{K-1} \log(1 + \text{SNR}_i) + (K - 1)\tau \right]
\]

\[
\leq \frac{1}{K} \log(1 + \text{SNR}_K) - (K - 1)\epsilon \log(1 + \text{SNR}_K) + \log(K) + (K - 1)\tau (4.4)
\]

For the above to hold, $(K - 1)\epsilon \log(1 + \text{SNR}_K) \leq \log(K) + (K - 1)\tau$ which cannot hold for all $\text{SNR}_K$ with $\tau$ and $K$ independent of $\text{SNR}_K$. Thus, $\alpha^* \leq \frac{1}{K}$.

Since all the links are at-most two hops from each transmitter, the normalized sum-capacity in the case when each transmitter knows all the links that are at-most two hop distant from it is 1.

For the rest of the chapter, we will focus on interference networks, some examples of which will be defined in the next section.

![Figure 4.4: (a) 4-to-many interference network, and (b) many-to-4 interference network with 6 users.](image)

### 4.1.6 Examples of Interference Networks

In this chapter, some special interference networks will be used as examples. They are defined as follows.

**Definition 5.** A *d-to-many interference network with $K$ users* is an interference network
specified by $E = \bigcup_{i=1}^{K} \{(T_i, D_i)\} \bigcup \bigcup_{i=1}^{d} \bigcup_{j=1}^{K} \{(T_i, D_j)\}$. This network has links from the first $d$ transmitters to all the receivers.

**Definition 6.** A many-to-$d$ interference network of $K$ users is an interference network specified by $E = \bigcup_{i=1}^{K} \{(T_i, D_i)\} \bigcup \bigcup_{i=1}^{d} \bigcup_{j=1}^{K} \{(T_i, D_j)\}$. This network has links from all transmitters to the first $d$ receivers.

Example of 4-to-many interference network and many-to-4 interference networks with 6 users are depicted in Figure 4.4.

**Definition 7.** A fully-connected interference network with $K$ users is many-to-$K$ interference network with $K$ users which is also the same as a $K$-to-many interference network with $K$ users.

**Definition 8.** A chain of $K$ users is an interference network defined by $E = \bigcup_{i=1}^{K} \{(T_i, D_i)\} \bigcup \bigcup_{i=1}^{K-1} \{(T_i, D_{i+1})\}$. This network has links from each transmitter to its next receiver. A Z-network is a chain of 2 users.

**Definition 9.** A cyclic-chain of $K$ users is an interference network defined by $E = \bigcup_{i=1}^{K} \{(T_i, D_i)\} \bigcup \bigcup_{i=1}^{K-1} \{(T_i, D_{i+1})\} \bigcup \{(T_K, D_1)\}$. This network is similar to a $K$-user chain of Definition 8 except that the last transmitter interferes with the first receiver, thereby making the network a circular chain.

### 4.2 Subgraph Scheduling

In this section, we will present a scheduling-based scheme which uses partial information at every node. The main idea is to divide the network into smaller disjoint sub-networks, each of which can operate optimally such that the normalized sum-rate of $\alpha^*(h) = 1$ for each sub-network. The choice of sub-networks thus becomes important and will be addressed in the form of independent sub-graphs as discussed below.
We will use the graph-theoretic terminology introduced in Section 4.1.4 to describe the scheduling algorithm. The graph theoretic formulation will allow us to compare our results to existing results in the literature for the special case of single-hop local view, as discussed in Section 4.3. Further, the graph-theoretic formulation will facilitate parallels between our proposed scheduling method and graph-concepts of chromatic number, again discussed in Section 4.3.

In Section 4.2.1, we will first describe the scheduling algorithm and derive its achievable normalized sum-rate performance for arbitrary hop-view, assuming independent graphs are known. In Section 4.2.2, we will derive the form of independent sub-graphs for 1- and 2-local view. An example is provided in Section 4.2.3.

### 4.2.1 Maximal Independent Graph Scheduling

Following standard graph theory terminology, a subgraph \( A \subseteq G \), is a subset of vertices and edges in \( G \). The complement of \( A \) is \( A^c \) such that \((V, E) = A \cup A^c\). In this section, we will only consider subgraphs where both transmitter \( T_i \) and its corresponding receiver \( D_i \) are either in the subgraph together or in its complement. We will remove this restriction on subgraphs in Section 4.4 to propose a generalization which can achieve strictly higher rates for some networks compared to the following sub-graph schedule. Note that while the graph edges are weighted with the channel gains, the edge weights will not play a role in the description of the scheduling algorithm. Hence in our definition of subgraphs, we do not include edge weights. Since the network connectivity is known as side information to all the nodes and the schedules only depend on the connectivity, each user knows the schedule and hence when to transmit or when not to transmit.

With the above (restricted) definition of subgraph, any strict subgraph \( A \subseteq G \) represents a valid interference network with a reduced number of transmitter-receiver pairs. For that subgraph \( A \), the normalized sum-rate \( \alpha^*_A(h) \) can be defined, which is the ratio of sum-capacity with \( h \)-local view to the sum-capacity with global view (\( h = \text{diameter}(A) \)) for
network $A$.

Armed with the above framework, we can now define Independent Graph Scheduling as follows. Let $A_1, A_2, \ldots, A_t$ be $t$ sub-graphs (not necessarily distinct) of the network $G$ such that for each sub-graph $A_i$, $\alpha^*_A(h) = 1$. Since transmitter-receiver pairs are either part of $A_i$ or $A^c_i$, each pair either appears in a subgraph $A_i$ or it does not appear in $A_i$.

**Definition 10** (Independent Graph Scheduling). *Independent Graph Scheduling parametrized by $t$ independent sub-graphs $A_1, A_2, \ldots, A_t$ uses $t$ time-slots and schedules the sub-graph $A_i$ in time-slot $i$.*

Define the indicator function

$$1_{j \in A_i} = \begin{cases} 1 & T_j \in A_i \\ 0 & T_j \notin A_i \end{cases}. \quad (4.5)$$

For any given tuple of independent subgraphs, $\{A_i\}^t_{i=1}$, which satisfy $\alpha^*_A(h) = 1$, the next theorem gives the normalized sum-rate that can be achieved by sub-graph scheduling.

**Theorem 8** (Achievable Normalized Sum-rate of Independent Graph Scheduling). *Independent Graph Scheduling parametrized by $t$ independent sub-graphs $A_1, A_2, \ldots, A_t$ achieves a normalized sum-rate of $d/t$, where

$$d = \min_{j \in \{1, 2, \ldots, K\}} \sum_{i=1}^t 1_{j \in A_i}. \quad (4.6)$$

**Proof.** Let $(C_1, \cdots, C_K)$ be any point in the full knowledge capacity region. The achievable rate in time-slot $i$ is $R^{(i)} \geq \sum_{\{j\} \subseteq A_i} C_i - \tau_i$ by the choice of subgraphs $A_i$ which satisfy $\alpha^*_A(h) = 1$. Note that $\tau$ is dependent on $i$ since it can change in each time-slot due to selection of different subgraphs. Hence, the overall rate is $\frac{1}{t} \sum_{i=1}^t R_i \geq \frac{1}{t} \sum_{i=1}^t \sum_{\{j\} \subseteq A_i} C_i - \frac{1}{t} \sum_{i=1}^t \tau_i \geq \frac{d}{t}(C_1 + \cdots + C_K) - \frac{1}{t} \sum_{i=1}^t \tau_i$. By the definition of normalized sum-rate, $\alpha = d/t$. \qed
First note that the sub-graphs $A_i$ need not be distinct, which allows allocating more than one time-slot to a particular subgraph if needed. Second, the subgraph set \( \{A_i\}_{i=1}^t \) and the number of subgraphs $t$ are both design variables and should be chosen to maximize $d/t$, such that the overall network rate is maximized. The $d/t$-maximizing choice of subgraphs is labeled as a maximal independent graph (MIG) schedule.

The main idea behind MIG scheduling is to decouple transmissions of nodes from the unknown part of the network. This is done by switching off some of the flows such that the network gets partitioned into disconnected subgraphs. However, switching off flows means potentially lost rate compared to global-view optimal sum-capacity, so the sub-graphs have to be selected to maximize spatial reuse. That is, this involves operating as many flows as possible in parallel while still satisfying $\alpha^*_{A_i}(h) = 1$. Such subgraphs are labeled maximal independent graphs and form the core of MIGS. We characterize independent graphs next.

### 4.2.2 Identifying Independent Graphs

Since MIG scheduling schedules a subgraph $A_i$ satisfying $\alpha^*_{A_i}(h) = 1$ in time-slot $i$, we need a characterization of independent sub-graphs. The problem turns out to be very challenging for a general $h$. We provide complete characterization for two important cases of $h = 1$ and $h = 2$, for both deterministic and Gaussian networks, in the next two theorems.

We note that the sufficient and necessary conditions in following two theorems are stated in terms of the graph properties of $G$. Theorem 9 uses the node degree, which is the number of edges incident on the node. Theorem 10 uses the definitions in Section 4.1.6.

**Theorem 9** (1-Local View Independent Subgraphs). *The normalized sum-capacity of a $K$-user interference network (deterministic or Gaussian) with 1-local view is equal to one, i.e. $\alpha^*(1) = 1$, if and only if all the receivers have degree 1.*

**Proof.** First, let us assume a Z-network. We will first show that in this network, $\alpha^* \leq 1/2$.

For a deterministic network model, assume that a normalized sum rate of $\alpha$ is achiev-
able; then

\[ R_i \geq \alpha n_{ii} - \tau, \ \forall \ 1 \leq i \leq 2. \]  

(4.7)

When all the channel gains are \( n \), the condition that data can be decoded at the intended destinations gives

\[ R_1 + R_2 \leq n. \]

Thus,

\[ \alpha (2n) - 2\tau \leq R_1 + R_2 \leq n, \]

which is equivalent to \((2\alpha - 1)n \leq 2\tau\). Since this has to hold for all values of \( n \) where \( \alpha \) and \( \tau \) are independent of \( n \), \( \alpha \leq 1/2 \).

For a Gaussian network model, assume that a normalized sum rate of \( \alpha \) is achievable; then

\[ R_i \geq \alpha \log(1 + |h_{ii}|^2) - \tau, \ \forall \ 1 \leq i \leq 2. \]  

(4.8)

Further, when all \( h_{11} = h_{12} = h_{22} \),

\[ R_1 + R_2 \leq \log(1 + 2|h_{11}|^2). \]

This gives \((2\alpha - 1) \log(1 + |h_{11}|^2) \leq 1 + 2\tau\). Since this has to hold for all values of \(|h_{11}|\) where \( \alpha \) and \( \tau \) are independent of \( h_{11} \), \( \alpha \leq 1/2 \).

This shows that for a Z-network, \( \alpha^*(1) \leq 1/2 \). If there is a network containing a link from \( T_i \) to \( D_j \) for \( i \neq j \), then as a genie consider a system of two users \( i \) and \( j \) where all other links are 0 and known to all. In this two user system, the Z-network will be an outer bound and thus \( \alpha^*(1) \leq 1/2 \). This proves that if there is a link from \( T_i \) to \( D_j \) for \( i \neq j \), \( \alpha^*(1) \leq 1/2 \), thus proving the theorem.

Thus, with 1-local view, the only network that can support \( \alpha^*(1) = 1 \) is the one where
no transmitter interferes with other receivers, i.e, a network with $K$ completely isolated flows. As a result, for a two-user interference network where transmitters can cause interference at other receivers, MIG scheduling will require the two flows to operate in a TDMA fashion. This is because the transmitters do not know any of the interfering link gains and thus have to optimize for the worst case in our formulation. The worst case network conditions are when the interfering network gains are the same as the direct link ($h_{12} = h_{11} = h_{22}$), where the network has only one degree of freedom and each node can thus transmit only half the time [48]. Thus, for the two-user case, the above conclusion can be derived from the results in [48]. Theorem 9 is a generalization to arbitrary $K$-user interference network.

We next provide the characterization of independent sub-graphs for two-local view, $h = 2$.

**Theorem 10** (2-local View Independent Subgraphs). The normalized sum-capacity of a $K$-user interference network (deterministic or Gaussian) with 2-local view is equal to one (i.e. $\alpha^*(2) = 1$) if and only if all the connected components are of one of the following forms:

1. a one-to-many interference network

2. a fully-connected interference network

**Proof.** A fully-connected network implies all nodes are within two-hops from each other. Thus, in this case, the diameter of such a network is two and thus $h = 2$ constitutes global knowledge. By the definition of normalized sum-rate, $\alpha^*(2) = 1$ for a fully-connected subnetwork.

The proof for condition (a) is provided in Appendix 4.A. Further, a converse to the theorem is also provided in Appendix 4.A. \qed

Contrasting Theorems 9 and 10, we see that increasing the local horizon from $h = 1$ to $h = 2$ increases the number of networks under which universally optimal performance can
be obtained. While for $h = 1$, universal optimality required no simultaneous transmissions, the independent subgraphs for $h = 2$ constitute a richer class. Not only are the fully connected interference networks possible (since their diameter is 1 for $K = 1$ and 2 for $K \geq 2$), one-to-many subgraphs are also possible even though their diameter is 4 for $K \geq 3$. For one-to-many subgraphs, the interfering transmitter is two hops away from all nodes and thus has full network knowledge. As a result, the optimal strategy is to allow $K - 1$ links to operate at their near-maximum link capacity and for the interfering flow to adjust its rate to cause no harmful interference (either the interference is below the noise floor or completely decodable and thus can be cancelled out). This is proven in Appendix 4.A.

4.2.3 An Example

Figure 4.4(a) gives a case of a six-user 4-to-many interference network. With 1-local view, the MIG Scheduling algorithm can be described as follows. Let $A_1 = \{1\}$, $A_2 = \{2\}$, $A_3 = \{3\}$, $A_4 = \{4\}$, and $A_5 = \{5, 6\}$. Note that we have used a shorthand notation in describing these sets; $A_1 = \{a, b\}$ represents that $A_1$ is subgraph containing $T_j$, $D_j$ for all $j \in A_1$ and all edges between the members of $A_1$ are also implied by this shorthand notation. We use a five time-slot strategy. In the $i^{th}$ time-slot, users in $A_i$ transmit. MIG Scheduling achieves $\alpha(1) = 1/5$. We will show that this scheduling is optimal in Theorem 11.

Figure 4.5: Normalized sum-capacity vs. $h$-local information for six-user 4-to-many interference network.
With 2-local view, the MIG Scheduling algorithm can be described as follows. Let 

\[ A_1 = A_2 = A_3 = \{1, 2, 3, 4\}, \quad A_4 = \{1, 5, 6\}, \quad A_5 = \{2, 5, 6\}, \quad A_6 = \{3, 5, 6\}, \] 

and 

\[ A_7 = \{4, 5, 6\}. \] 

We use a seven time-slot strategy. In the \(i^{th}\) time-slot, users in \(A_i\) transmit. MIG Scheduling achieves \(\alpha(2) = \frac{4}{7}\). We will show that this scheduling is optimal in Theorem 13. The normalized sum-capacity for increasing local information is depicted in Figure 4.5.

### 4.3 Optimality of MIG Scheduling

Now a natural question is: How good is the MIG scheduling? In this section, we address the question and show that MIG scheduling is optimal for several \(K\)-user networks with 1-local and 2-local view. Our results are limited to 1- and 2-local view only because independent graphs are known only for these two cases.

The reader will immediately note that much like capacity analyses of different multi-terminal networks (multiple access, interference network, Z-network etc), our proofs are largely taken on a case by case basis. At the current moment, there appears to be no general algorithmic procedure to derive general capacity region and as a result, we do not have an algorithmic procedure to derive normalized sum-capacity. However, we do note that we can derive normalized sum-capacity in our formulation for many cases while the global-view sum-capacity is still unknown.

#### 4.3.1 1-Local View

Our main result in this section is determining the networks for which MIGS with one-local view is optimal. Recall that one-local view MIGS is equivalent to scheduling of non-interfering links in the network.

The key step in the proof is a derivation of an upper bound. The proof for the upper bound follows the following recipe in all cases for the deterministic model (the Gaussian
1. When any transmitter sees the direct channel capacity as \( n \), it has to send at a rate \( R_i \geq \alpha n - \tau \). This is because if the rate is \( < \alpha n - \tau \), then when all other channel gains are 0, the worst-case guarantee of \( \alpha \) is not achievable.

2. Find an upper bound on global-view sum capacity when all the channel gains in the network are \( n \). Let the global sum capacity be bounded from above by \( cn + d \) for some constants \( c \) and \( d \) which are independent of \( n \). For example, one trivial outer bound is \( Kn \) for all \( K \)-user networks. To yield a useful bound, it is important to find the smallest constant \( c \).

3. Combining Steps 1 and 2, an outer bound on \( \alpha \) as \( \alpha \leq \frac{c}{K} \) can be obtained where \( K \) is the number of users.

The proof follows the above three steps for each subset of users, and chooses the tightest outer bound thereafter.

Let \( A \subseteq \mathbb{G} \) represents a valid interference network with \( |A| \leq K \) transmitter-receiver pairs. Suppose the global view sum capacity of \( A \) when all the link capacities in \( A \) are \( n \) is upper bounded by \( c_A n + d_A \) for some constants \( c_A \) and \( d_A \) which may depend on \( A \) but remain constant with changing \( A \). Then,

\[
\alpha \leq \min_A \frac{c_A}{|A|}.
\] (4.9)

The following theorem characterizes the cases where we can prove that MIG Scheduling is optimal.

**Theorem 11** (1-Local View Optimality of MIG Scheduling). MIG scheduling is optimal with 1-local view when the network is of one of the following forms, and we also derive \( \alpha^* \) for each case.
1. All the three user interference networks, except the 3-user cyclic-chain, (In Figure 4.6, $\alpha^*(1) = 1$ in (a), $\alpha^*(1) = 1/2$ in (b), (c), (d), (e), (f), (g), (j), and (k), and $\alpha^*(1) = 1/3$ in (h), (l), (m), (n), (o), and (p))

2. chain interference network, ($\alpha^*(1) = 1/2$ for $K \geq 2$),

3. d-to-many interference network, ($\alpha^*(1) = \frac{1}{d+1}$ for $K \geq 2$ and $1 \leq d < K$),

4. many-to-d interference network, ($\alpha^*(1) = \frac{1}{d+1}$ for $K \geq 2$ and $1 \leq d < K$),

5. fully-connected interference network, ($\alpha^*(1) = \frac{1}{K}$),

Further, the achievability holds with $\tau = 0$ for both the deterministic and the Gaussian models.

Proof. 1. For a three user interference network, we will consider all the possible networks as shown in Figure 4.6 up to relabeling of the users. In networks (b), (c), (d), (e), (f), (g), (j), and (k), the same upperbound as that for the Z-network ($\alpha^* \leq 1/2$) holds since the channel gains except those that forms a Z-network can be made 0 and are known to all as a genie (Since there is only 1-local view, existence of zero capacity links do not help get more information about the network). Further, this can be achieved with MIG scheduling with two time-slots. For (h), (l), (m), (n), (o), and (p), consider the topology equivalent to (h) by setting all other network gains to 0 and make this global information. With this, the outer bound for the case (h) holds for all these cases. In the case (h), suppose all the network gains are the same. Then, $D_1$ decodes the message of $T_1$. Thus, $D_2$ will be able to decode the message of $T_1$ as well as $T_2$ since after decoding message of $T_2$ and subtracting, the equivalent signal is the same as that at $D_1$. Similarly, $D_3$ will be able to decode the message of $T_1$, $T_2$ as well as $T_3$ since after decoding the message of $T_3$ and subtracting, the equivalent signal is same as that at $D_2$. Thus, the normalized sum capacity is upper bounded by that of the Multiple Access Network to $D_3$ thus giving $1/3$ as an upper bound.
Further, $1/3$ can be achieved using MIG scheduling, scheduling the three users in three different time-slots.

2. The achievability of $1/2$ follows by using two time-slots, scheduling odd numbered users in the first time-slot and even numbered in the second time-slot, while the outer bound for the Z-network also holds here by the same arguments as in the previous part. Thus, $\alpha^*(1) = 1/2$.

3. As an outer bound, consider $d + 1$ users containing the first $d$ users that are interfering at all receivers and the $d + 1^{th}$ user as one other user. Consider the rest of the direct channel gains as 0 and known to all. In this case, it is easy to see that when all the channel gains are equal, $D_{d+1}$ has to decode all the messages, thus upper bounding the normalized sum capacity by that of the Multiple Access Network to this receiver. For achievability, consider MIG scheduling using $d + 1$ time-slots with $A_1 = \{1\}, \cdots, A_d = \{d\}$ and $A_{d+1} = \{d + 1, \cdots, K\}$. Note that this extends the example of a 4-to-many interference network with 6 users with 1-local view provided in Section 4.2.3.

4. As an outer bound, consider $d + 1$ users containing the first $d$ users that are receiving interference from all transmitters and the $d + 1^{th}$ user as one other user. Assume the rest of the direct channel gains are 0 and known to all. In this case, it is easy to see that when all the channel gains are equal, $D_1$ has to decode all the messages, thus upper bounding the normalized sum capacity by that of the Multiple Access Network to this receiver. For achievability, consider MIG scheduling using $d + 1$ time-slots with $A_1 = \{1\}, \cdots, A_d = \{d\}$ and $A_{d+1} = \{d + 1, \cdots, K\}$.

5. When all the channel gains are equal, each destination has to decode all the messages and is thus upper-bounded by that of the Multiple Access Network, giving $1/K$ as the upper bound. This is achievable using MIG scheduling, scheduling each user in a separate time-slot.
Figure 4.6: All possible canonical network topologies in a three-user interference network.

Thus, maximal scheduling of non-interfering links can be information-theoretically optimal for many networks. The theorem only gives sufficient conditions and thus not a sharp characterization of all networks which can be operated optimally with scheduling. However, observing the class of networks given in the theorem, it appears that MIG scheduling might be optimal for a large class of networks. We, thus, explore the connection further in the next section and also discuss the relationship with graph coloring.

4.3.2 1-Local View: Relation to Maximal Independent Set Scheduling

For one-local view, the MIG scheduling strategy reduces to maximal independent set scheduling (MIS scheduling) that can be described as follows. An independent set \( A_i \subseteq \{1, \cdots, K\} \) is a set that contains mutually non-interfering nodes. A maximal independent set (MIS) is an independent set \( A_i \) such that \( A_i \cup \{x\} \) is not an independent set for any \( x \in \{1, \cdots, K\} \setminus A_i \). Using \( t \) time-slots, a maximal independent set \( A_i \) is scheduled in each time-slot such that

\[
\min_i \frac{1}{t} \sum_{j=1}^{t} 1_{i \in A_j}
\]
is maximized over the choice of \( t \) and \( A_1 \cdots , A_t \). When a user is scheduled, it sends at the direct channel rate (and uses power of 1 in a Gaussian network). The resulting strategy achieves a normalized sub-rate of

\[
\alpha = \min_i \frac{1}{t} \sum_{j=1}^{t} 1_{i \in A_j}.
\]

This is similar to the following vertex coloring algorithm. To relate to vertex coloring, we will need the concept of conflict graph [44, Chapter 2.2] derived from \( G \) as follows. Consider a graph \( C \) with \( K \) vertices (half as many as present in \( G \)), where two vertices \( i \) and \( j \) are connected if there is an edge between \( T_i \) and \( D_j \) or between \( T_j \) and \( D_i \) in \( G \). Suppose that there are \( t \) colors, labeled \( 1, 2, \cdots , t \). We assign \( k \leq t \) of these colors to each vertex in \( C \) such that the sets of colors associated with two vertices connected by an edge are disjoint. In conventional graph coloring [41], each vertex has only one color and the objective is to assign a color to each vertex such that adjoining vertices have different colors. In contrast, the generalized set coloring algorithm can assign multiple colors to each vertex as long as the color sets for adjoining vertices are disjoint. This is similar to fractional coloring considered in [32]. The best set coloring corresponds to MIS schedule and maximizes \( k/t \) with \( k \) and \( t \) as variables. The scheduling algorithm uses \( t \) time-slots and schedules the vertices with color \( i \) in the \( i \)th time-slot.

This algorithm is similar to Maximal Weight Independent Set Scheduling in [53] except that the weights are decided not by the queue lengths, but by the weights that maximize the minimum proportion each link is used.

A \( k \)-fold coloring of a graph is an assignment of sets of size \( k \) to vertices of a graph such that adjacent vertices receive disjoint sets. A \( t : k \)-coloring is a \( k \)-fold coloring out of \( t \) available colors. The \( k \)-fold chromatic number \( \xi_k \) is the least \( t \) such that a \( t : k \)-coloring exists. Note that MIS Scheduling achieves \( \alpha = \max_{k \in \mathbb{N}} \frac{k}{\xi_k} \), where \( \xi_k \) is the \( k \)-fold chromatic number of the conflict graph. The following theorem gives an optimality condition of MIS Scheduling algorithm in terms of the \( k \)-fold chromatic number of the conflict graph.

**Theorem 12** (1-Local View Optimality of MIS Scheduling). If the conflict graph of an
interference network has $k$-fold chromatic number of at most $2k$ for some $k \in \mathbb{N}$, then the
MIS scheduling algorithm is optimal, i.e. achieves normalized sum-capacity with 1-local view.

**Corollary 1.** Chain interference networks, different configurations of two-user interference networks, 1-to-many and many-to-1 interference networks are some special cases that have chromatic number $\leq 2$ in the conflict graph. Moreover, the normalized sum capacity is the inverse of the 1-fold chromatic number of the conflict graph in these cases.

**Proof.** If the chromatic number in the conflict graph is 1, then there is no link between any $T_i$ and $D_j$ for $j \neq i$. Since this connectivity satisfies the condition of $\alpha^*(1) = 1$, the theorem holds.

If the chromatic number in the conflict graph is 2, then there is at-least one link between $T_i$ and $D_j$ for some $j \neq i$. In this case, $\alpha^*(1) \leq 1/2$ by the same arguments as in Theorem 9. Further, this can be achieved by MIS scheduling; scheduling the vertices of two different colors in two time-slots.

**4.3.3 2-Local View**

We start with a theorem which provides sufficient conditions under with MIG scheduling is two-local view optimal.

**Theorem 13 (2-Local View Optimality of MIG Scheduling).** MIG Scheduling achieves normalized sum-capacity with 2-local view when the network is of one of the following forms. We also derive their normalized sum-capacity.

1. Two user interference network, $(\alpha^*(2) = 1)$,
2. Chain interference network, $(\alpha^*(2) = 2/3$ for $K > 2)$,
3. $d$-to-many interference network, $(\alpha^*(2) = \frac{d}{2d-1}$ for $1 \leq d < K$ and $K > 2)$,
4. many-to-one interference network, \((\alpha^*(2) = \frac{K-1}{2K-3} \text{ for } K > 2)\),

5. fully-connected interference network, \((\alpha^*(2) = 1)\).

Proof.  
1. In this case, the result follows from Theorem 10.

2. The outer bound of topology (f) in Appendix 4.A holds in this case by assuming all other channel gains to be 0 and known to all. For achievability, the MIG scheduling algorithm can be described as follows. Let \(A_j = \{3i+j : i \in \mathbb{Z}, 3i+1 \leq K\}\) for \(j = 1, 2, 3\). According to the MIG scheduling algorithm, three time-slots are used and users in \(A_i\) use a strategy that achieves \(\alpha(2) = 1\) in the \(i\)th time-slot. The MIG scheduling strategy achieves \(\alpha(2) = 2/3\).

3. Let \(d > 1\) because for \(d = 1\) the statement holds by Theorem 10. For the outer bound, consider a \(d+1\) user d-to-many interference network. Suppose that there exists a scheme achieving normalized sum capacity of \(\alpha\). We first prove the result for the deterministic model. For user \(d+1\), since it does not know any other direct channel gain, it has to use \(R_{d+1} \geq \alpha n - \tau\) when it sees that all the channel gains within 2 hops have capacity equal to \(n\). Suppose that all other direct links have capacity of \(n\) while all other cross links have zero capacity. Then, all \(R_i \leq (1 - \alpha)n + \tau\) for \(i \in [1, d]\) yielding that sum rate \(\leq (d - (d - 1)\alpha)n + (K - 2)\tau\). This sum rate has to be at-least \(\alpha(dn) - \tau\). Since this holds for all \(n\), \(\alpha \leq \frac{d}{2d-1}\). Similar proof holds in the Gaussian model as follows. For user \(d+1\), since it does not know any other direct channel gain, it has to use \(R_{d+1} \geq \alpha \log(1 + SNR) - \tau\) when it sees that all the channel gains within 2 hops have channel gain equal to \(\sqrt{SNR}\). Suppose that all other direct links have capacity of \(\sqrt{SNR}\) while all other cross links have zero capacity. Then, all \(R_i \leq (1 - \alpha) \log(1 + SNR) + \tau + 1\) for \(i \in [1, d]\) yielding that sum rate \(\leq (d - (d - 1)\alpha) \log(1 + SNR) + (K - 2)\tau + d\). This sum rate has to be at-least \(\alpha(d \log(1 + SNR)) - \tau\). Since this holds for all \(SNR\), \(\alpha \leq \frac{d}{2d-1}\).
For achievability, consider \(2d - 1\) time-slots in which the first \(d - 1\) time-slots only users 1 to \(d\) transmit. In the remaining \(d\) time-slots one user among the first \(d\) and all the users \(> d\) transmit making it an equivalent one-to-many configuration (or, \(A_1 = \cdots = A_{d-1} = \{1, \cdots, d\}\) and \(A_{d-1+j} = \{j, d + 1, \cdots, K\}\) for \(j = 1, \cdots, d\)). Thus, this is MIG scheduling with each user scheduled in \(d\) time-slots achieving \(\alpha^*(2) = \frac{d}{2d-1}\). Note that this extends the example of a 4-to-many interference network with 6 users with 2-local view provided in Section 4.2.3.

4. Suppose that a normalized sum rate of \(\alpha\) can be achieved. We first consider a deterministic model. \(R_K > \alpha n_{KK} - \tau\) since the \(K^{th}\) user has to send at this rate when all other direct channel gains are 0 and are not known to user \(K\). Now, suppose all the channel gains are \(n\). In this case, \(R_i < (1-\alpha)n + \tau\) for \(1 \leq i \leq K - 1\). Thus, the sum rate achieved is less than \((K-2)(1-\alpha)n + (K-2)\tau + n\). This sum rate has to be at-least \(\alpha(K-1)n - \tau\). Since this has to hold for all \(n\), \(\alpha \leq \frac{K-1}{2K-3}\). For a Gaussian model, \(R_K \geq \alpha \log(1 + |h_{KK}|^2) - \tau\) since the \(K^{th}\) user has to send at this rate when all other direct channel gains are 0 and are not known to user \(K\). Now, suppose all the channel gains are \(\sqrt{\text{SNR}}\). In this case, \(R_i \leq (1-\alpha) \log(1 + \text{SNR}) + \tau + 1\) for \(1 \leq i \leq K - 1\). Thus, the sum rate achieved is \(\leq (K-2)(1-\alpha) \log(1 + \text{SNR}) + (K-2)\tau + n + K - 1\). This sum rate has to be at-least \(\alpha(K-1) \log(1 + \text{SNR}) - \tau\). Since this has to hold for all \(\text{SNR}\), \(\alpha \leq \frac{K-1}{2K-3}\).

For achievability, consider the data transfer over \(2K - 3\) time slots. In the timeslot \(i\) satisfying \(1 \leq i \leq K - 1\) users \(i\) and \(K\) transmit. They form a Z-network and use the optimal strategy for this channel with partial information. In the remaining \(K - 2\) timeslots, users \(1, \cdots, K - 1\) transmit at full rate. Let \((R_1, R_2, \cdots, R_K)\) be any point in the global information capacity region. In the \(i^{th}\) time-slot where \(1 \leq i \leq K - 1\), sum rate of at least \(R_i + R_K\) can be achieved while in the remaining \(K - 2\) timeslots, sum rate of at least \(\sum_{1 \leq i \leq K - 1} R_i\) can be achieved. Thus, the sum-capacity with a factor of \(\frac{K-1}{2K-3}\) can be achieved.
5. In this case, the condition of \( \alpha^* = 1 \) is satisfied by Theorem 10 thus proving the statement.

Note that for all the cases in the statement of Theorem 13, we have characterized normalized sum-capacity in the case of 1-local and 2-local view. For a fully-connected interference network, larger subgraphs increased \( \alpha^*(2) = 1 \) from \( \alpha^*(1) = 1/K \). For a \( d \)-to-many interference network, one-to-many configurations that satisfy \( \alpha^*(2) = 1 \) could be exploited to get \( \alpha^*(2) = \frac{d}{2d-1} \) from \( \alpha^*(1) = 1/2 \). With one-local view, only single user encoding and decoding operations are performed while with 2-local view, optimal encoding and decoding operations for one-to-many interference network and fully-connected network need to be performed.

We consider the sixteen network configurations shown in Figure 4.6 for the two-local view separately in the following theorem. The next theorem shows that MIG Scheduling is normalized sum-capacity achieving for 12 out of 16 canonical cases.

\[
\begin{array}{c|c|c|c|c}
\text{hops of network knowledge} & 1 & 2 & 3 & 4 \\
\hline
\text{normalized sum-capacity} & \frac{1}{2} & \frac{2}{3} & 1 & 2 \\
\end{array}
\]

Figure 4.7: Normalized sum-capacity vs. \( h \)-local information for cases (e), (f), (h), (i), (j), (m), (n) in Figure 4.6.

**Theorem 14** (2-Local View Optimality of MIG Scheduling in Three-user Interference Network). The MIG Scheduling is optimal with 2-local view when the three-user interference network is one of the following types in Figure 4.6: (a), (b), (c), (d), (e), (f), (h), (i), (j), (m), (n), (p).
Proof. For cases (a), (b), (c), (d), and (p), \( \alpha^* = 1 \) by Theorem 10. For the remaining cases, the outer bounds of \( 2/3 \) hold as shown in Appendix 4.A. The achievability follows by choosing \( A_1 = \{1, 2\} \), \( A_2 = \{2, 3\} \), and \( A_3 = \{1, 3\} \). The normalized sum-capacity with \( h \)-local view for varying \( h \) in these remaining cases is depicted in Figure 4.7

Here, we do not prove the optimality of MIG scheduling for the remaining four cases. We conjecture that the outer bound is tight in cases (g) and (k). The achievability would require the capacity region in these cases to give better schemes, and is left as future work.

4.4 Optimality of MIG Scheduling: Extension of MIG Scheduling with 1-Local View

Is MIG scheduling always optimal? In this section, we will illustrate an example where MIG scheduling is not optimal. This example will use 1-local view and achieve a normalized sum capacity better than MIS scheduling (MIG scheduling with 1-local information). This gives a way to extend the MIS scheduling with 1-local information to involve coding across the time-slots and hence we define a new strategy called Coded Maximal Independent Set (CMIS) scheduling. This will be followed by some cases when this algorithm is optimal.

4.4.1 An Example Where MIS Scheduling is Not Optimal

We will now illustrate the only case when MIS Scheduling is not optimal in a 3-user interference network, which is a cyclic-chain interference network. The MIS Scheduling algorithm uses three time-slots, scheduling user \( i \) in time-slot \( i \). Thus, MIG Scheduling achieves \( \alpha(1) = 1/3 \) (Note that there are only 3 independent sets consisting of individual users and thus optimality of \( 1/3 \) using MIS scheduling is straightforward). We will now describe another strategy for this example, which uses two time-slots as follows (and de-
Figure 4.8: Two time-slots for CMIS scheduling. The transmitters with a tick sign transmit, the second user repeats \( X_2 \) (\( X_2[1] = X_2[2] \)) in the two time-slots.

The main idea is to perform coding across time. In the first time-slot, we schedule \( A_1 = \{1, 2\} \) and in second time-slot, we schedule \( A_2 = \{2, 3\} \) such that the codeword of the second user is repeated in the two time-slots. All the users send at the rate equal to the direct link capacity to the intended receiver (\( n_{ii} \) in the deterministic and \( \log(1 + |h_{ii}|^2) \) in the Gaussian model). In the Gaussian model, power of 1 is used at the first two transmitters while power 2 is used for the third transmitter. Note that this does not effect average power since this transmitter will be used half the time. We will now show that the data can be decoded at the intended receivers. The first receiver can decode its data in the first time-slot since it receives no interference. The second receiver can similarly decode the data in the second time-slot. The third receiver on the other hand subtracts the data received in the first time-slot from that in the second time-slot which gives a interference-free direct signal which can be decoded; double power level at the third transmitter is used since the noise power will also be double the single slot noise power. Thus, all the receivers can decode the data and this strategy achieves \( \alpha(1) = 1/2 \).

This example motivates an extension of the MIS Scheduling algorithm to involve coding. This new scheduling algorithm is called Coded Maximal Independent Set Scheduling (CMIS Scheduling) which will be described in the next subsection.
4.4.2 Definition of CMIS Scheduling

In this subsection, we will define the CMIS algorithm for the deterministic model and the Gaussian model separately. In this section, we will only consider subgraphs $A \subseteq G$ with a set of transmitters $T_i$ and all the receivers $\{D_1, \ldots, D_K\}$ in the subgraph because we do not want to throw away any received signal. Let the in-degree at $D_i$ be denoted by $d_i$. Suppose that each transmitter generates $k$ independent codewords (The rate of these codewords will be $n_{ii}$ for the deterministic model, and $\log(1 + |h_{ii}|^2/b_i)$ for the Gaussian model where $b_i$ will be defined in the Gaussian subsection below). Let $S_{i,j}$ be a vector of time-slots in which transmitter $T_i$ is transmitting the $j^{th}$ codeword. Note that each time-slot should be used at a transmitter $T_i$ for only one codeword, thus giving $S_{i,u}$ and $S_{i,v}$ disjoint for $u \neq v$. Thus, in time-slot $u$, the subgraph $A_u$ used has transmitters $T_i$ where $i$ satisfies $S_{i,j} \supseteq \{u\}$ for some $1 \leq j \leq k$. The sets $S_{ij}$ and thus $A_u$, $t$ and $k$ are all design variables for the CMIS scheduling algorithm that satisfy some conditions on the constraint matrix, which is defined next.

![Figure 4.9: Constraint matrix with $t$ columns $M_{i,1}, \ldots, M_{i,t}$ where each column represents the different codewords being sent for the direct signal and the interferers.](image)

We form a binary constraint matrix $F_i$ of size $kd_i \times t$ at each receiver $i$ which is defined as follows. The constraint matrix has $d_i$ blocks of size $k \times t$ where the top block corresponds to the transmitted signal from $T_i$ while the rest belong to the different transmitters causing interference at $D_i$ as depicted in Figure 4.9. In each $k \times t$ subpart of this matrix, only the
entries \((j, S_{i,j})\) are 1 for all \(1 \leq j \leq k\). Suppose that the \(t\) columns of the constraint matrix are denoted as \(M_{i,1}, \cdots, M_{i,t}\) respectively. The constraints that the constraint matrix has to satisfy are different for deterministic and Gaussian network model, and is explained below separately for the two cases.

**Deterministic Model**

For a deterministic network model, CMIS Scheduling can be described as follows. Suppose that a \(kd_i \times t\) matrix with the top \(k \times k\) part an identity and rest of the elements 0 can be formed by choosing each column \(j\) as \(\sum_{l=1}^{t} a_{jl}M_{i,l}\) where \(a_{l}\)'s are binary and addition is binary addition. If such a transformation exist at destination \(i\), this configuration is feasible at vertex \(i\). If the assignment of \(C_i\) and \(S_{ij}\) is feasible at each vertex, this strategy achieves \(\alpha\) of \(k/t\). The strategy that achieves the maximum \(k/t\) is called Coded Maximal Independent Set (CMIS) Scheduling.

The scheduling algorithm uses \(t\) time-slots. Each user forms \(k\) independent codewords at rate \(n_{ii}\). User \(i\) transmits codeword \(j\) in time-slots corresponding to \(S_{i,j}\). It is easy to see that the data can be decoded at the receivers. The constraint matrix reduction represents that all the \(k\) independent codewords can be decoded in the presence of the interference from other transmitters.

**Gaussian Model**

For a Gaussian network model, CMIS Scheduling can be described as follows. Suppose that a \(kd_i \times t\) matrix with the top \(k \times k\) part an identity and rest of the elements 0 can be formed by choosing each column \(j\) as \(\sum_{l=1}^{t} a_{jl}M_{i,l}\) where \(a_{l} \in \mathbb{R}\) and addition is real addition. If such a transformation exist at destination \(i\), this configuration is feasible at vertex \(i\). If the assignment of \(C_i\) and \(S_{ij}\) is feasible at each vertex, this strategy achieves \(\alpha\) of \(k/t\). The strategy that achieves the maximum \(k/t\) is called Coded Maximal Independent Set (CMIS) Scheduling.
Note that \( a_{jt} \) can be chosen to be 0 for \( j > k \). The matrix formed by \( a_{jt} \) satisfies

\[
\begin{bmatrix}
M_{i,1} & \cdots & M_{i,t}
\end{bmatrix} = \begin{bmatrix}
a_{11} & \cdots & a_{k1} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & 0 \\
a_{1t} & \cdots & a_{kt} & 0 & \cdots & 0
\end{bmatrix} = \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix}
\] (4.10)

Since this is an under-determined system, the following is a solution.

\[
\begin{bmatrix}
a_{11} & \cdots & a_{k1} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & 0 \\
a_{1t} & \cdots & a_{kt} & 0 & \cdots & 0
\end{bmatrix} = \begin{bmatrix}
M_{i,1} & \cdots & M_{i,t}
\end{bmatrix}^+ \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix},
\] (4.11)

where \( A^+ \) represents pseudo-inverse of matrix \( A \). Let \( b_i = \max_{t=1}^k \sum_{m=1}^t a_{im}^2 \), where \( i \) represents that the constraint matrix is formed for receiver \( i \).

User \( i \) forms \( k \) independent codewords at rate \( \log(1 + \text{SNR}_i/b_i) \). User \( i \) transmits codeword \( j \) in the time-slots in \( S_{i,j} \) with power \( \text{SNR}_i \). It is easy to see that the data can be decoded at the receivers and the strategy would achieve \( \alpha = k/t \) with \( \tau \leq \alpha \sum_{i=1}^K \log(b_i) \) which is independent of channel gains. This can be further optimized in certain cases by changing the corresponding rates and powers. The constraint matrix specifies the interference and the data at each user; existence of \( a_{ij} \)'s represents that the data can be decoded in the presence of interference. The value of \( b_i \) represents that while decoding the data, the noise gets added up which has to be compensated by the decrease in rate. Since this rate gap is not a function of channel gains, we get a constant \( \tau \) that is independent of the channel gains.
4.4.3 Optimality of CMIS Scheduling

CMIS scheduling achieves normalized sum rate which is at-least that achieved by MIS scheduling. In this section, we prove that CMIS Scheduling is optimal in a $K$-user cyclic-chain, while MIS scheduling is not in an odd user cyclic-chain.

**Theorem 15** (1-Local View Optimality of CMIS Scheduling). CMIS scheduling is optimal with 1-local view for a $K$-user cyclic-chain, while MIS is not for odd $K \geq 3$. Further, an achievable strategy with $\tau = 0$ is possible in this case for both the deterministic and the Gaussian model.

**Proof.** For a $K$-user cyclic-chain, an outer bound of $1/2$ holds from the Z-network by the same arguments as in Theorem 9. If the number of users is even, then using two time-slots and scheduling even and odd users as in MIS scheduling will be optimal. If the number of users is odd, consider two time-slots. In the first time-slot, all odd users transmit while in the even time-slot all even users transmit except that the last user also transmits but it repeats the data in the previous time-slot.

In a deterministic model, all the users send at full rate ($n_{ii}$ for $T_i$) and the data can be proved to be decoded.

For a Gaussian network, user $i$ sends at a rate of $\log(1 + |h_{ii}|^2)$. All the users except the first use power of 1 to send the data while the first transmitter uses power of 2.

The data can be decoded in the same way as explained for a 3-user cyclic-chain thus proving the result. \hfill \square

4.A Universally Optimal Strategies with 2 Hops in Three User Topologies

We first note that for $K < 3$, all the topologies have connected components that satisfy the property in the statement of the theorem and thus the result holds trivially.
In a three-user interference network, there are at-most six cross links, existence or non-existence of which gives rise to $2^6 = 64$ cases. Some of the cases are topologically equivalent (up to relabeling of users) and hence that will reduce the total number of possibilities considered in this chapter to the sixteen that are shown in Figure 4.6.

(e): Suppose that the normalized sum rate of $\alpha$ can be achieved. Further, suppose that the second user sees the channel gains as $n_{22} = n_{12} = n_{32} = n$. In this case, the rate allocated by the second user has to be at-least $\alpha n - \tau$ for some $\tau$ independent of $n$. This is because the achievable sum rate has to be at-least $\alpha C_{\text{sum}} - \tau$ even if $n_{11} = n_{33} = 0$. Now suppose all the channel gains are equal to $n$. In this case since $R_1 + R_2 \leq n$, we have $R_1 \leq (1-\alpha)n + \tau$. Further since $R_2 + R_3 \leq n$, we have $R_1 + R_2 + R_3 \leq (2-\alpha)n + \tau$. This sum rate has to be at-least $\alpha(2n) - \tau$ since the sum capacity is $2n$. Thus, $2\alpha n - \tau \leq (2-\alpha)n + \tau$ or $(3\alpha - 2)n \leq 2\tau$. If $3\alpha - 2 > 0$, $n$ can be chosen large enough to not satisfy the inequality. So, the inequality can be satisfied for all $n$ only when $3\alpha - 2 \leq 0$ which gives $\alpha \leq 2/3$.

(f): Suppose that the normalized sum rate of $\alpha$ can be achieved. Further, suppose that the first user sees the channel gains as $n_{11} = n_{12} = n_{22} = n$. In this case, the second user will send at rate $\geq \alpha n - \tau$ if $n_{33} = 0$ by the same arguments as in part (e) which implies $R_1 \leq (1-\alpha)n + \tau$. Now suppose all the channel gains are equal to $n$. In this case since $R_2 + R_3 \leq n$, we have $R_1 + R_2 + R_3 \leq (2-\alpha)n + \tau$. This sum rate has to be at-least $\alpha(2n) - \tau$ since the sum capacity is $2n$. Thus, $2\alpha n - \tau \leq (2-\alpha)n + \tau$ or $(3\alpha - 2)n \leq 2\tau$. Similar arguments as in (e) yields $\alpha \leq 2/3$.

(g): Suppose that the normalized sum rate of $\alpha$ can be achieved. Further, suppose that the first user sees the channel gains as $n_{11} = n_{12} = n_{21} = n$, $n_{22} = 2n$. In this case, $2R_1 + R_2 \leq 2n$ gives that if $R_1 = x$, $R_1 + R_2 \leq 2n - x$. If $n_{33} = 0$, the first user should give a strategy such that $(R_1, R_2)$ satisfy $R_1 + R_2 \geq 2n\alpha - \tau$ giving $R_1 \leq 2n(1-\alpha) + \tau$. Now suppose that $n_{23} = n_{33} = 2n$ giving $R_2 + R_3 \leq 2n$. We thus have $R_1 + R_2 + R_3 \leq 2n(2-\alpha) + \tau$. Since this has to be at-least $3n\alpha - \tau$, using similar arguments as in (e) yields $\alpha \leq 4/5$. 
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(h): Suppose that the normalized sum rate of \( \alpha \) can be achieved. Further, suppose that the third user sees the channel gains as \( n_{33} = n_{13} = n_{23} = n \). In this case, the third user will send at rate \( \geq \alpha n - \tau \) if \( n_{11} = n_{22} = 0 \) by the same arguments as in part (e). Further suppose \( n_{11} = n_{22} = n, n_{12} = 0 \) which implies \( R_1 \leq (1 - \alpha)n + \tau \). Since \( R_2 + R_3 \leq n \), we have \( R_1 + R_2 + R_3 \leq (2 - \alpha)n + \tau \). This sum rate has to be at-least \( \alpha(2n) - \tau \) since the sum capacity is \( 2n \). Thus, \( 2\alpha n - \tau \leq (2 - \alpha)n + \tau \) or \( 3\alpha - 2 \leq 2\tau \). Similar arguments as in (e) yields \( \alpha \leq 2/3 \).

(i): Suppose that the normalized sum rate of \( \alpha \) can be achieved. Further, suppose that the first user sees all the channel gains in two hops equal to \( n \). In this case, if \( n_{33} = 0 \), the second user will have to send at rate \( \geq \alpha n - \tau \) and thus \( R_1 \leq (1 - \alpha)n + \tau \). Further suppose all the channel gains are equal to \( n \) which implies \( R_2 + R_3 \leq n \) thus giving \( R_1 + R_2 + R_3 \leq (2 - \alpha)n + \tau \). This sum rate has to be at-least \( \alpha(2n) - \tau \) since the sum capacity is \( 2n \). Thus, \( 2\alpha n - \tau \leq (2 - \alpha)n + \tau \) or \( 3\alpha - 2 \leq 2\tau \). Similar arguments as in (e) yields \( \alpha \leq 2/3 \).

(j): The same steps as in (i) yield \( \alpha \leq 2/3 \).

(k): Let \( n_{32} = 0 \) be the global information. Applying the same steps as in (g) for the other channel gains gives \( \alpha \leq 4/5 \).

(l): Suppose that the normalized sum rate of \( \alpha \) can be achieved. Further, suppose that the second user sees the channel gains as \( n_{22} = n_{23} = n_{32} = n, n_{33} = 2n \). In this case, we get \( R_2 \leq 2n(1 - \alpha) + \tau \) as in (g). Now suppose that \( n_{13} = n_{33} = 2n, n_{12} = 0 \) giving \( R_1 + R_3 \leq 2n \). Using similar arguments as in (g) yields \( \alpha \leq 4/5 \).

(m): Let \( n_{31} = 0 \) be the global information. Applying same steps for the remaining channel gains as in (i) yields \( \alpha \leq 2/3 \).

(n): Suppose that the normalized sum rate of \( \alpha \) can be achieved. Then, if the first user sees all the channel gains as \( n \) in two hops, \( R_1 \geq \alpha n - \tau \). Suppose that \( n_{22} = n_{33} = n, n_{23} = n_{32} = 0 \). In this case, \( R_1 + R_2 + R_3 \leq (2 - \alpha)n + \tau \) and since it has to be at-least \( 2\alpha n - \tau \) for all \( n, \alpha \leq 2/3 \).
(o): Suppose that the normalized sum rate of $\alpha$ can be achieved. Further, suppose that the third user sees the channel gains as $n_{33} = n_{23} = n_{32} = n$, $n_{22} = 2n$, $n_{13} = 0$. In this case, we get $R_3 \leq 2n(1 - \alpha) + \tau$ as in (g). Now suppose that $n_{12} = n_{11} = n_{21} = 2n$ giving $R_1 + R_2 \leq 2n$. Using similar arguments as in (g) yields $\alpha \leq 4/5$.

We will now consider $K > 3$. Consider that there exist a connected component with $K > 3$ users which is not in the one-to-many configuration or in the fully-connected configuration. Then, two cases arise:

1. There exists a transmitter (say $T_1$) which has degree $d$ satisfying $1 < d < K$.

2. All the transmitter nodes have degrees 1 or $K$, such that the number of nodes $n$ having degree $K$ satisfy $1 < n < K$.

For the first case, take the nodes $1, \cdots, d$ as the nodes whose receivers are connected to $T_1$. Now, there exist a transmitter-receiver pair among $d + 1, \cdots, K$ whose transmitter or receiver is connected to any of the nodes $1, \cdots, d$. Choose any such pair and call it pair $d + 1$. The receiver of $d + 1$ is not connected to transmitter 1. Now if the receiver of the first node is connected to the transmitter of $d + 1$, then choose the nodes $1, 2, d + 1$ and assume that the direct link of all other users is zero and this information is given as a genie to all the nodes. This creates a genie-aided system in which the nodes 1, 2 and $d + 1$ have the uncertainties about all the links connecting them and know 2-local view among these links only. In this genie-aided system, there does not exist any universally optimal strategy, thus proving the claim (since it makes a connected three-user component which is not in the one-to-many configuration or in the fully-connected configuration). If pair $d + 1$ is not connected to pair 1, let us say it is connected to pair $2 \leq j \leq d$. Then, choosing nodes 1, $j$, $d + 1$ and repeating the same argument as above proves the statement.

For the second case, choose the three nodes as any two nodes in which the transmitter has degree $K$ and one in which the transmitter has degree 1. Repeating the above genie-aided proof for these three nodes proves the theorem.
This completes the proof that there does not exist a universally optimal strategy for a topology that does contain a connected component which is not in the one-to-many configuration or in the fully-connected configuration.

It is easy to see that there exists a strategy with $\alpha = 1$ if all the connected components of the topology are in one-to-many configuration or fully-connected configuration. For fully-connected components, all the nodes know their connected components and thus each node in the component can use the optimal strategy for its component. For the one-to-many components, each of the users whose transmitters have degree 1 send at rate equal to the rate that the direct channel can support and the remaining user knows all the channel gain and adjust its rate correspondingly. Assume that it is a one-to-many component of $L$ users with the first transmitter having degree $L$. The above strategy achieves a sum rate of $R_{\text{sum}} = \sum_{i=2}^{L} n_{ii} + \sum_{i=1}^{n_{11}} 1_{|U_k|=0}$, where $|U_k|$ is the number of users potentially experiencing interference from the $k^{th}$ signal level of first transmitter which is the same as the sum capacity with global channel information in [24].

We now see the steps extended to a Gaussian network model. For this, we only consider case (e). Extension of the remaining steps is similar and is thus omitted.

(e): Suppose that a normalized sum rate of $\alpha$ can be achieved. Further, suppose that the second user sees the channel gains as $h_{22} = h_{12} = h_{32} = \sqrt{\text{SNR}}$. In this case, the rate allocated by the second user has to be at-least $\alpha \log(1 + \text{SNR}) - \tau$ for some $\tau$ independent of $n$. This is because the achievable sum rate has to be at-least $\alpha C_{\text{sum}} - \tau$ even if $h_{11} = h_{33} = 0$. Now suppose all the channel gains are equal to $\sqrt{\text{SNR}}$. In this case since $R_1 + R_2 \leq \log(1 + \text{SNR}) + 1$, we have $R_1 \leq (1 - \alpha) \log(1 + \text{SNR}) + \tau + 1$. Further since $R_2 + R_3 \leq \log(1 + \text{SNR}) + 1$, we have $R_1 + R_2 + R_3 \leq (2 - \alpha)n + \tau + 2$. This sum rate has to be at-least $\alpha(2 \log(1 + \text{SNR})) - \tau$ since the sum capacity is at-least $2 \log(1 + \text{SNR})$. Thus, $2\alpha \log(1 + \text{SNR}) - \tau \leq (2 - \alpha) \log(1 + \text{SNR}) + \tau + 2$ or $(3\alpha - 2) \log(1 + \text{SNR}) \leq 2\tau + 2$. If $3\alpha - 2 > 0$, SNR can be chosen large enough to not satisfy the inequality. So, the inequality can be satisfied for all SNR only when $3\alpha - 2 \leq 0$ which gives $\alpha \leq 2/3$. 
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For the achievability, sum capacity can be achieved for a fully-connected interference network since every user knows the global network state. For one-to-many network, the result in [24] gives that all users except the first using rate $(\log(\text{SNR}_i))^+$ and the first user backing off will achieve a sum rate within $3\hat{K} - 2$ bits of the sum capacity.
Chapter 5

Conclusions

As the use of wireless technology is expanding, major assumptions in the design of the network need to be rethought. The knowledge about the network flows by some message passing protocols in actual systems, and the rounds of messaging between nodes cannot be very large. In this study, we provide new protocols which are based on the implemented protocols and analyze the performance with partial messages. This leads to a new study of system designs with incomplete or imperfect information at the terminals.

In this thesis, we formulated two models for channel state feedback, and derived the diversity tradeoff in which the errors in channel estimation and the feedback channel are fully accounted. The two models considered in this thesis cover all the cases of the correlations between the forward and the backward channel such that correlation coefficient is independent of signal-to-noise ratio (This is because any constant correlation, $|\rho| < 1$, will make the two channels look independent in high SNR regime). This thesis finds the diversity multiplexing tradeoffs when the receiver and the transmitter are allowed to exchange multiple rounds of messages. The diversity multiplexing tradeoff increases with each round of message passing between the nodes. This thesis gives a way of resolving errors with more rounds of message passing in a system where the errors in training and feedback are considered.
We then model the notion of incomplete information about the network. From a network design perspective, the location of the destination is important to find the location of a fixed base station and the relay station. Since the users are mobile, practical designs rely on the placement of nodes which maximize the region in which coverage can be provided. Thus, we introduced a new perspective on the relay channel, switching from maximizing rate at a fixed given destination location, to maximizing coverage for a given rate. This perspective opens up an array of new possibilities for research. We have obtained the surprising result that for any given placement of the relay, one of the two common strategies (CF and DF) is uniformly optimal, and thus a relay that switches between the two is not required. The comparison is extended for the case of \( \alpha = 2 \) by allowing each of the strategies its own preferred relay location. In this case, it is interesting that the results depend on the power constraint on the relay. A natural question that arises, when considering coverage regions, is the area of the region, as a function of the distance between the source and the relay. In this thesis, we have provided bounds in two special cases.

Finally, we extend the concept of incomplete knowledge to large networks, in specific interference networks. We have given a framework for optimality of distributed decisions. The optimality is measured in terms of normalized sum-capacity which is the best worst case guarantee of the distributed decisions. We gave an achievable algorithm called maximal independent graph scheduling, and characterized its performance in several examples. This algorithm reduces to a fractional coloring algorithm for the case when there is very limited information at the nodes, which has been studied in the scheduling literature. In this thesis, we give the first information-theoretic optimality of such mechanisms. The thesis extend these concepts to novel strategies that can be used with more information at the nodes. Even though this algorithm achieves normalized sum-capacity in several cases, we also show that this algorithm is not always optimal.

In separate work, we have also studied the effect of incomplete information on security [9, 17, 29]. In [29], we studied the effect on a graph when the location of eavesdroppers
are not precisely known and the existence of nodes are known only up to a limited distance. Knowledge of more precise information leads to better decisions and thus better performance. This holds not only in wireless networks, but also has been studied in many different fields. For example, finite rate of innovation is used to compress ECG signals because there is more information about the structure of the signals. Recently, compressed sensing has come up as a field which uses a particular knowledge in the structure of signals for better compression. Asymmetric information is also studied in game theory and economics; this topic won a Nobel Prize in 2001. This tells that the concept is widely applicable and this thesis applies the theme to networks and tells some first order effects that incomplete or imperfect information can have on system design and the design of strategies. Better knowledge leads to better performance, but more overhead is needed to learn more. A system designer can then use the tradeoff to choose the amount of learning needed and the protocols that need to be used with the obtained knowledge. I believe that understanding the effect of imperfect and incomplete information along the lines suggested in this thesis will have a great impact on next generation wireless system designs.
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