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ABSTRACT.—This article discusses past  greenhouse climates with an emphasis on recent progress in the 
comparison of models and data in the Eocene. These past climates—about 10°C warmer than mod-
ern—provide valuable lessons in the climate dynamics of a world with higher-than-modern greenhouse-
gas concentrations, reduced temperature gradients, and a lack of polar ice. Some key points that emerge 
from this analysis are: 1) Past  greenhouse climates are characterized by warmer-than-modern global mean 
temperatures and winter season warmth, as well as strong polar amplification of warming that  generates 
weak meridional temperature gradients. 2) A trade-off exists between heat transport in a warmer world 
and a world with smaller temperature gradients; a range exists in which a warmer world with weak tem-
perature gradients can transport  as much heat as a cooler world with stronger gradients. 3) These features 
can be reproduced in models if global mean and tropical temperatures are allowed to increase signifi-
cantly over modern values. 4) Local radiative-convective feedbacks play an important role, perhaps 
dominating over transport, or acting in conjunction with transport to maintain relatively warm, weak tem-
perature gradient climates. 5) Past greenhouse climates appear to have many of the modern modes of 
variability from orbital to interannual. 6) Modeling efforts are most useful when done independently of 
proxy data; model output can then be compared with proxies to evaluate potential weaknesses in the 
model. 7) Model-data mismatch might be due to incorrect boundary or initial conditions or resolution, or 
to missing or incomplete representation of relevant physics. 8) Refinements and new developments in 
proxies for temperature and other variables offer much potential for discriminating among the next  gen-
eration of modeled scenarios, thereby allowing a better understanding of the conditions under which 
greenhouse climates exist.

INTRODUCTION AND MOTIVATION

PALEOCLIMATE MODELING is the application 
of analytical or numerical techniques to predict 
the behavior of the climate system’s components 
(i.e. atmosphere, ocean, sea ice), and sometimes 
their biogeochemical interactions, with the goal of 
understanding past  climate change. Paleoclimate 
modeling primarily is a tool for exploring the 
mechanistic functioning of the climate system and 
for making concrete predictions based on the laws 
of physics that  can be tested against  paleoenvi-
ronmental proxies. Understanding and modeling a 
world very different from that  of today—for ex-
ample, a much warmer world with a so-called 
‘greenhouse’ climate—requires a thorough grasp 
of such processes as the carbon cycle, atmosphere 
and ocean circulation, and heat transport. Only 
analytical or numerical processes for which accu-
rate conceptual models exists can be modeled. 

Consequently, failure of analytical or numerical 
models to match proxy data often highlights gaps 
in conceptual models of climate and in so doing, 
provides opportunities to develop new physical 
understandings that may apply across time scales. 
Indeed, modeling greenhouse climates pushes the 
limits of current  models, which is simultaneously 
surprising and expected. Modeling in the absence 
of data provides neither increased understanding 
nor testable predictions, so model-data compari-
son is absolutely necessary to meet the goals of 
modeling.
 The challenge in modeling past greenhouse 
climate is surprising given that  these intervals 
represent the majority of the past  540 million 
years. It could be argued that a climate state with 
temperatures much warmer than modern, without 
substantial ice at sea level at  one or both poles, is 
the normal climatic mode and that  the glaciated, 
cool state, such as has existed over the past  sev-
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eral million years, is unusual. On the other hand, 
since we were born into this glaciated climate 
state, theories of near-modern climates are well 
developed and powerful, whereas greenhouse 
climates pose challenges to our understanding. 
Modern climate-change science (i.e., studies that 
aim to predict climatic evolution over the next 
century) focuses on the minutia of short time 
scales and global temperature variations of tenths 
of a degree. In contrast, past greenhouse intervals 
provide climate modelers a means to test funda-
mental assumptions regarding first-order controls 
on Earth’s temperature, as well as the strengths 
and weaknesses of current  climate models when 
subjected to large magnitude forcings. This kind 
of challenge allows models to ‘stretch their legs,’ 
which is important  given the potentially large 
climate changes we may expect in the future. A 
review of what we know of past greenhouse 
worlds reveals that  our capacity to predict  and 
understand key features of such intervals is im-
proving, but still limited. Recent  progress has 
been significant, and past  greenhouse climates 
may provide keys to understanding climate over a 
dynamic range substantially beyond what can be 
studied in the modern era.

Background
 The primary factors driving regional, latitu-
dinal (meridional), and global temperature distri-
butions have been explored over the course of 
climate modeling history, and paleoclimate proxy 
records continue to be a wellspring of innovative 
theories and models. The two best-documented 
periods with greenhouse climates are the Creta-
ceous (145–65.5 Ma) and the Eocene (55.8–33.9 
Ma), on which this article will concentrate. Other 
intervals, both earlier (e.g., Silurian, 443.7–416 
Ma) and more recent (e.g., early–middle Miocene, 
23.03–11.61 Ma; mid-Pliocene, ~3 Ma) were  
characterized by climates clearly warmer than 
today, although less torrid than the Eocene or Cre-
taceous. Furthermore, within long-term green-
house intervals, there may lurk short-term periods 
of an icier state.
 The alien first impression one derives from 
looking at  the paleoclimate records of past  green-
house climates is the combination of polar tem-
peratures too high for ice formation and warm 
winters within mid-latitude continental interiors. 
In fact, there are three main characteristics of past 
greenhouse climates that are remarkable and puz-
zling, and hence are the focus of most research. 
These three key features are:

(1) Global warmth: global mean surface tempera-
tures much warmer (>10°C warmer) than the 
modern global mean temperature (15°C) and 
strangely, these climates experience significant 
variability;
(2) Equable climates: reduced seasonality in con-
tinental interiors compared to modern values, with 
winter temperatures above freezing; and
(3) Weak, ‘low’ temperature gradients: a signifi-
cant reduction in equator-to-pole and vertical 
ocean temperature gradients (i.e., to ~20°C). Cur-
rent annual mean surface air temperatures in the 
Arctic Ocean are about −15°C, and in the Antarc-
tic are about  −50°C, whereas tropical tempera-
tures average 26°C. Hence, the modern gradient is 
40–75°C.
 Not all greenhouse climates are the same: some 
have one or two of these key features, and only a 
few have all three. For example, there is ample 
and unequivocal evidence for global warmth and 
equable climates throughout  large portions of the 
Mesozoic (251–65.5 Ma) and the Paleogene 
(65.5–23.03 Ma). However, evidence for reduced 
meridional and vertical ocean temperature gradi-
ents is much more controversial largely due to the 
nature of the rock and fossil records. Substantially 
reduced temperature gradients are reasonably well 
established only for the mid-Cretaceous and the 
early Eocene.
 These warm climates were not  lacking in vari-
ability; on the contrary, where high resolution re-
cords exist, multiple modes of variability, includ-
ing orbital, inter-annual and sharp transitions, 
have been found. Superimposed on gradually 
evolving trends in greenhouse climates is a perva-
sive variability apparently driven or paced by or-
bital variations. Interannual variability also has 
been discovered. In addition, there exist  abrupt 
climate shifts indicative either of crossing of 
thresholds, or of sudden changes in climatic forc-
ing factors, and notable changes in climate due to 
shifting paleogeographies, paleotopography, and 
ocean-circulation changes. All of these patterns 
may be studied from a climate modeling perspec-
tive to gain a better grasp of processes.
 A variety of paleoclimate proxies, including 
oxygen isotopic paleotemperature estimates as 
well as newer proxies (e.g., Mg/Ca) and ones that 
might  still be considered experimental, such as 
TEX86, have been used to reconstruct  greenhouse 
climates. New proxies and long proxy records of 
atmospheric carbon dioxide concentration (pCO2) 
are becoming available. These allow us to con-
strain the potential sensitivity of climate change to 
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215greenhouse gas forcing. The investigation of 
past  greenhouse climates is making exciting and 
unprecedented progress driven by massive inno-
vations in multiproxy paleoclimate and paleoenvi-
ronmental reconstruction techniques in both the 
marine and terrestrial realms, and by significant 
developments in paleoclimate modeling.
 The reader is referred to prior reviews of 
greenhouse paleoclimate modeling as background 
(Valdes, 2000a,b; Deconto et al., 2000); this re-
view is intended to cover some of the innovations 
that have occurred in the past  decade. Arguably 
the most important  innovation in paleoclimate 
modeling has been the coupling of dynamic at-
mospheric, oceanic, and sea-ice component mod-
els to achieve a greater level of realism and test-
ability than is possible in an uncoupled frame-
work in which climate components cannot inter-
act  with each other. Coupling is crucial because 
the advancement of our understanding of climate 
requires theories and models that are independent 
of the data to avoid circularity, and to make pre-
dictions testable against those proxy data. The 
cutting edge of modeling consists in taking these 
models and adding interactive terrestrial and 
ocean biogeochemical components, and incorpo-
rating fully dynamic, interactive ice sheets. The 
special challenges of paleoclimate modeling are 
balanced by unique opportunities to study the 
evolution of climate and the Earth system over its 
full dynamic range. If chosen carefully (i.e., only 
when the environmental signal provided by prox-
ies is much greater than the noise inherent  in the 
uncertain physics of models), paleoclimate mod-
eling answers questions that are impossible to 
answer within near-modern settings.
 This paper reviews what  has been learned from 
various approaches using uncoupled atmospheric 
and oceanic models, and then discusses the more 
powerful methodology of coupled modeling. I 
focus on the Eocene because most  coupled model-
ing has been focused on that  interval, although I 
will also briefly describe the basic paleoclimate 
context of the Cretaceous. First, the paleoclimate 
of these intervals and the means by which we 
know them are discussed, then the types of mod-
els and the methods used in applying them are 
covered. Significant  progress in modeling as 
measured by model-data comparison is discussed,  
then I conclude with a brief overview of the hori-
zon of this rapidly evolving field. 
 This paper is intended to be read in a variety of 
ways. To get a quick idea of the pattern of each of 
the past greenhouse climates considered in this 

review, read the brief, unreferenced Overview 
below, then move on to the modeling section. 
More detailed, fully referenced descriptions of 
each interval are found in the corresponding ‘De-
tails’ subsection. For those familiar with models 
and proxy data but  interested in learning about 
progress in the field, skip ahead.

PALEOCLIMATE CONTEXT

Overview
 Some general features of Cretaceous climate 
can be summarized as follows. Continental inte-
rior temperatures probably were above freezing 
year-round, and terrestrial ice at sea level was 
largely absent. The Cretaceous as a whole was a 
greenhouse world: most  temperature records indi-
cate high-latitude and deep-ocean warmth, and 
pCO2 was high. Global mean surface tempera-
tures were more than 10°C above modern, and the 
equator-to-pole temperature gradient was ap-
proximately 20°C. Peak Cretaceous warmth 
probably lies in the mid-Cretaceous (120–80 Ma), 
when tropical temperatures were probably be-
tween 30 and 35°C, mean annual polar tempera-
tures were above 14°C, and deep ocean tempera-
tures were 10–14°C. It  is not clear exactly when 
the thermal maximum occurred during this overall 
warm long period (e.g., in the Cenomanian, 99.6–
93.5 Ma, or in the Turonian, 93.5–89.3 Ma), be-
cause regional factors, such as paleogeography 
and ocean heat transport, might  substantially alter 
the expression of global warmth, and a global 
thermal maximum does not  necessarily denote a 
maximum everywhere at  the same time. However, 
the accumulated data support  an evolution of 
temperature from a cooler (although still warm 
compared to modern) early Cretaceous to peak 
warming by the Turonian (~90–94 Ma), returning 
to cooler temperatures by the latest  Cretaceous. 
Some multiproxy evidence indicates the presence 
of (perhaps short-lived) below-freezing conditions 
at  high latitudes and in continental interiors, and 
the apparent buildup of small-to-moderate terres-
trial ice sheets potentially in the early Cretaceous 
Aptian (125–112Ma) and in the late Cretaceous 
Maastrichtian (70.6–65.5 Ma).
 After the asteroid impact and subsequent  mass 
extinction of many groups of surface-dwelling 
oceanic life-forms, the world may have cooled for 
a few millennia, but  in the Paleocene (65.5–55.8 
Ma), conditions generally were much warmer 
than modern. Evidence exists for at least  brief 
intervals of cooler-than Cretaceous/Eocene condi-
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tions in the deep sea and polar regions. Overall, in 
the first 10 million years after the asteroid impact, 
ecosystems recovered while the world followed a 
warming trend, reaching maximum temperatures 
between 56–49 Ma (latest  Paleocene to early Eo-
cene).
 Within the overall greenhouse climate of the 
Paleocene to early Eocene lies a profoundly im-
portant, but still perplexing, abrupt  climatic 
maximum event, the Paleocene–Eocene Thermal 
Maximum (PETM) at  ~55 Ma, which warmed the 
world by ~5°C. The PETM is also associated with 
a severe shoaling (~2km) of the ocean calcite 
compensation depth (CCD) and a ≥3.0‰ negative 
stable carbon-isotope excursion (CIE) that  is re-
flected in marine and soil carbonates. The conflu-
ence of ocean acidification, the CIE, and 
temperature-proxy records leads to the conclusion 
that the PETM and other hyperthermals represent 
a massive release of 13C-depleted carbon and 
CO2-induced global warming. One explanation 
for the CIE is the release of 2000–2500 Gt of iso-
topically light  (60 per mil) carbon from methane 
clathrates in oceanic reservoirs. Oxidation of 
methane in the oceans would have stripped oxy-
gen from the deep waters, leading to hypoxia, and 
the shallowing of the CCD, leading to widespread 
dissolution of carbonates. Proposed triggers of gas 
hydrate dissociation include warming of the 
oceans by a change in oceanic circulation, conti-
nental slope failure, sea-level lowering, explosive 
Caribbean volcanism, or North Atlantic basaltic 
volcanism. There is some indication of an in-
crease in the vigor of the hydrologic cycle, but  the 
true timing and spatial dependence of the change 
in hydrology are not clear. Diversity and distribu-
tion of surface marine and terrestrial biota shifted, 
with migration of thermophilic biota to high lati-
tudes and evolutionary turnover, while deep-sea 
benthic foraminifera suffered extinction (30–50% 
of species). 
 After the PETM, benthic records and terrestrial 
records indicate a several-million-year period of 
cooling followed by a return to extraordinarily 
warm conditions. The interval of ~52–49 Ma is 
known as the early Eocene Climatic Optimum 
(EECO), during which temperatures reached lev-
els unparalleled in the Cenozoic (with the brief 
exception of the PETM). Crocodiles, tapir-like 
mammals, and palm trees flourished around an 
Arctic Ocean with warm, sometimes brackish sur-
face waters. Temperatures did not reach freezing 
even in continental interiors at mid to high lati-
tudes, polar surface temperatures were >30°C 

warmer than modern, global deep water tempera-
tures were 10–12°C warmer than present-day, and 
polar ice sheets probably did not reach sea lev-
el—if they existed at  all. Interestingly, EECO 
tropical ocean temperatures, once thought  to be at 
modern or even cooler values, are now considered 
to have been ~5°C warmer than today, still much 
less than the extreme polar warming. It  is a major 
challenge to explain how the high latitudes were 
kept  as warm as 15–23°C with tropical tempera-
tures only at ~35°C. The associated small latitu-
dinal temperature gradients make it difficult to 
explain either high heat  transport  through the at-
mosphere or through the ocean, given the well-
proven conceptual and numerical models of cli-
mate.
 The greenhouse world is not  fully understood, 
nor is the transition into the present cool world 
(‘icehouse world’) or the cause of global cooling. 
Our current understanding of these processes are 
as follows. Beginning in the middle Eocene (at 
~48–46 Ma), the poles and deep oceans began to 
cool, and pCO2 may have declined. The causes of 
this cooling and apparent  carbon drawdown are 
unknown. Recently, a significant warming event 
was discovered during the late middle Eocene that 
indicates an interruption in the long-term Eocene 
cooling trend. Subsequently, the cooling contin-
ued and the diversity of planktic and benthic oce-
anic life-forms declined in the late Eocene to the 
earliest  Oligocene (37.2–33.9Ma). Antarctic ice 
sheets achieved significant volume and reached 
sea level by about 33.9Ma, while sea ice might 
have covered parts of the Arctic Ocean by that 
time. Small, wet-based ice sheets may have ex-
isted through the late Eocene, but a rapid (~100 
kyr) increase in benthic foraminiferal δ18O values 
in the earliest  Oligocene (called the ‘Oi1 event’) 
has been interpreted as reflecting the establish-
ment of an Antarctic ice sheet. Oxygen isotope 
records, however, reflect a combination of 
changes in ice volume and temperature, and it  is 
still debated whether the Oi1 event was primarily 
due to an increase in ice volume or to cooling.

Cretaceous
 Terrestrial data from the North Slope of Alaska 
(Spicer and Parrish, 1986; Parrish and Spicer, 
1988) and northeastern Russia (Spicer et al., 
2002), with modern mean-annual temperatures 
(MAT) of −14°C (Spicer et  al., 2008), indicate 
that high Arctic MAT fell from ~13°C in the mid-
Cretaceous (Herman and Spicer, 1996; Spicer et 
al., 2002) to 2 to 8°C by the Maastrichtian. Warm 
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polar regions with winter temperatures above 
freezing are also inferred by the occurrence of 
fossil crocodilians and other aquatic vertebrates at 
mid-to-high latitudes during the Cretaceous 
(Markwick, 1998, 2007; Tarduno et  al., 1998). 
The recent  discovery of Late Cretaceous frost-
intolerant floras in the remote interior of Siberia, 
far from ameliorating effects of the ocean, allows 
for a MAT  reconstruction of ~12°C, which is 
10°C warmer than model simulations (Spicer et 
al., 2008). While tropical temperatures were ini-
tially reconstructed to be quite cool (Barron, 
1983), this is now recognized to be an artifact of 
diagenesis (D’Hondt  and Arthur, 1996; Pearson et 
al., 2001). There is now more isotopic and ele-
mental ratio evidence for substantial low-latitude 
warming during the Cretaceous (Norris and Wil-
son, 1998; Wilson et  al., 2002; Bice et  al., 2003; 
2006). Temperature estimates from δ18O and Mg/
Ca values of extremely well-preserved surface-
dwelling foraminifera have raised tropical to sub-
tropical temperatures for the middle- (Norris and 
Wilson, 1998; Clarke and Jenkyns, 1999; Wilson 
and Norris, 2001; Norris et al., 2002; Wilson et 
al., 2002; Bornemann et al., 2008) to late Creta-
ceous (Wilson and Opdyke, 1996; Pearson et  al., 
2001). TEX86 SST  data suggest  early- (Dumi-
trescu et  al., 2006; Littler et al., 2011; Jenkyns et 
al., 2012) to middle Cretaceous tropical condi-
tions (Schouten et  al., 2003; Forster et al., 2007a, 
b; Norris et  al., 2002) of 32–36°C to over 45°C, 
depending on which version of the TEX86 tem-
perature calibration (Kim et al., 2008, 2010) is 
applied (see Tierney, this volume). Mid- to high-
latitude temperatures during the early (Littler et 
al., 2011) and late Cretaceous (Jenkyns et  al., 
2004) appear much warmer viewed through this 
proxy lens, and are hard to reconcile with the in-
terpretations by some of moderate ice-sheet 
growth.
 Intriguing evidence for seasonally freezing 
temperatures and/or permanent  polar ice includes 
ice-rafted debris and lonestone-bearing mudstones 
together with glendonite pseudomorphs in Austra-
lia during the early Cretaceous Valanginian 
through the Albian stages (Alley and Frakes, 
1993; Frakes et al., 1995; Price, 1999; Price and 
Nunn, 2010). Of these deposits, a distinct, two-
meter-thick Cretaceous diamictite found in the 
Flinders Range of Australia represents evidence 
for glacial erosion (Alley and Frakes, 2003). Al-
though these observations are supportive of cool, 
higher latitude/altitude temperatures, they are not 
considered unambiguous evidence of continental 

ice sheets (Bennett  and Doyle, 1996; Hay, 2008). 
Single erratics and clasts often can be discounted 
as anomalous dispersal by kelp or storm deposits 
(as discussed in Markwick, 1998), but glendonite 
pseudomorphs are more difficult to discount. 
 Three interpretations of these sedimentological 
records can be made. First, the appearance of 
high-latitude warmth from nearly all the other 
proxies is incorrect and these climates were per-
ennially cooler than most  reconstructions. While 
this would certainly reduce the model-data dis-
crepancies that  have pervaded the literature, the 
overwhelming bulk of proxy evidence leads to the 
conclusion that  this argument  is not  valid. The 
second alternative is that  these are records of 
short  cold snaps (Price and Nunn, 2010), probably 
related to orbital configurations that enhanced 
polar cooling. Whether this hypothesis is valid is 
debatable (Jenkyns et  al., 2012), but the argument 
is physically plausible and worthy of further in-
vestigation. A third alternative is that  records of 
cool, high-latitude temperatures (e.g., glendonite 
pseudomoprhs and ikaite) represent filters of the 
seasonal variability that are especially sensitive to 
winter season temperatures. For example, the 
presence of ikaite in Svalbard sediments tends to 
be interpreted as indicating sub-seafloor tempera-
tures of < 4° (Spielhagen and Tripati, 2009) or < 
7° (Price and Nunn, 2010), both of which are 
compatible with the densest water temperatures 
that might occur in the winter season in the Arctic 
while still being consistent with other proxy re-
cords. In other words, the presence of cold-
sensitive proxies, such as pseudomorphs, could 
simply be revealing preferentially recorded colder 
winter-season temperatures (4–7°C) because this 
water becomes dense and sinks, forming a peren-
nial cold layer at depth in enclosed basins.
 Records of significant sea-level variations in 
the Cretaceous also argue for intervals of cooler 
high-latitude temperatures and ice-sheet accumu-
lation. Recent reviews by Hay (2008) and Miller 
et  al. (2011) provided a comprehensive summary 
of the greenhouse glacioeustasy debate. Evidence 
for glaciation rests mainly on inferred eustatic 
fluctuations from stratigraphic sequences occur-
ring at frequencies too high for tectonic drivers. 
Some of these sequences also are argued to be 
linked to stable isotope variability and astronomi-
cal pacing (e.g., Gale et al., 2008; Galeotti et al., 
2010b; Boulila et  al., 2011). Accordingly, opposi-
tion to greenhouse glacioeustasy falls into two 
broad camps: those who question eustatic recon-
structions based on ancient stratigraphic succes-
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sions (Miall, 1992), and those who argue that  iso-
topic data do not support changes in ice volume 
large enough to account for glaciation (Moriya, et 
al., 2010; Ando et  al., 2009). Initial estimates of 
eustatic sea-level and inferred ice-volume changes 
from stratigraphic sequences (Vail et  al., 1977; 
Haq et al., 1987) failed to adequately consider the 
potential for isostatic adjustments, changes in 
sediment  load, dynamic topography associated 
with mantle dynamics (Lambeck and Chappell, 
2001; Mitrovica et al, 2011), and basin subsidence 
(Hay and Southam, 1977; Christie-Blick et al., 
1990; Hay, 2008). As a consequence, those sea-
level estimates appear unreasonably large, requir-
ing volumes of ice equal to or greater than the 
current Antarctic ice sheet to wax and wane dur-
ing extraordinarily warm periods 
 The most convincing records of large magni-
tude sea-level changes are high-frequency, in-
ferred eustatic oscillations observed during the 
Early to Late Cretaceous, including some during 
the peak warming of the Middle Cretaceous from 
the Western Interior of North America (Gale et al., 
2008; Koch and Brenner, 2009), Europe, India 
(Gale et  al., 2002), and central Italy (Galeotti et 
al., 2010a). Putatively, eustatic sea-level estimates 
from New Jersey, USA, and the Russian platform 
for the Late Cretaceous to early Eocene (including 
some for the Middle Cretaceous), which are as-
sumed correlative with positive changes in low-
resolution benthic δ18O values from other loca-
tions (Huber et  al., 2002), are interpreted as ~25 
meters of sea level change occurring in less than 
one million years (Sickel et al., 2004; Miller et al., 
2005a,b). This issue remains an area of active re-
search.
 Additional features of particular interest  in the 
Cretaceous (and to a lesser extent, the Jurassic, 
199.6–145.5 Ma) oceans are large, global, carbon-
cycle perturbations termed oceanic anoxic events 
(OAEs). These were periods of high carbon burial 
that led to draw down of atmospheric carbon di-
oxide, lowering of bottom-water oxygen concen-
trations, and, in many cases, significant biological 
extinction. Most  OAEs may have been caused by 
high productivity and export  of organic carbon 
from surface waters, which was then preserved in 
the organic-rich sediments known as black shales. 
At least  two Cretaceous OAEs were probably 
global, and indicative of ocean-wide anoxia at 
least at intermediate water depths: the Selli (late 
early Aptian, 120 Ma) and Bonarelli events (Ce-
nomanian–Turonian, 93.5 Ma). During these 
events, global sea-surface temperatures (SSTs) 

were extremely high, with equatorial temperatures 
of 32–36°C, and polar temperatures in excess of 
20°C. 
 Multiple hypotheses exist  for explaining OAEs 
(Leckie et  al., 2002; Sageman et al., 2006; McEl-
wain et  al., 2005; Flogel et al., 2011), and differ-
ent events may bear the imprint of one mecha-
nism more than another, but  one factor may have 
been particularly important. Increased volcanic 
and hydrothermal activity, perhaps associated 
with large igneous provinces (LIPs), increased 
atmospheric pCO2 and altered ocean chemistry in 
ways to promote upper-ocean export productivity, 
leading to oxygen depletion in the deeper ocean. 
These changes may have been exacerbated by 
changes in ocean circulation and increased ther-
mohaline stratification, which might have affected 
benthic oxygenation, but  the direction and magni-
tude of this potential feedback mechanism is 
poorly constrained. The emplacement of LIPs was 
sporadic and rapid on geological timescales, but 
note that almost three times as much oceanic crust 
was produced in the Cretaceous (in LIPs and 
spreading centers) as in any comparable time pe-
riod. The resulting fluxes of greenhouse gases and 
other chemical constituents, including nutrients, 
were unusually large compared to the remainder 
of the fossil record. The direct impact of this vol-
canism on the ocean circulation through changes 
in the geothermal heat flux was probably small as 
compared to the ocean’s large-scale circulation, 
but perturbations to circulation within isolated 
abyssal basins might have been important.
 As the Cretaceous came to a close, climate 
fluctuated substantially (Wilf et al., 2003; Ma-
cLeod et al., 2005; MacLeod et  al., 2011), but  it  is 
impossible to know how Cretaceous climate 
would have continued to evolve because the Cre-
taceous ended with a bang—the bolide that hit  the 
Yucatan Peninsula at 65.5Ma profoundly per-
turbed the ocean and terrestrial ecosystems. Much 
of the evolution of greenhouse climates is related 
to the carbon cycle, and hence to biology and 
ecology, so it  is difficult  to know whether the 
processes that  maintained warmth in the Creta-
ceous with such different  biota are the same as in 
the Cenozoic.

Paleocene 
 The Paleocene is understudied, and much re-
mains to be established about the details of cli-
mate evolution during this interval. In mid-
latitude continental interiors, annual mean tem-
peratures were ~15°C (Wilf et al., 1998; Wilf, 
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2000; Markwick, 1998), and the polar regions had 
annual mean temperatures of ~12°C (Arctic: Bice 
et  al., 1996; Tripati et al., 2001; Antarctic: Poole 
et  al., 2005). Deposits with glendonites, single 
erratics, and conglomeratic clasts have been found 
in Paleocene–Eocene sections on Svalbard (Spiel-
hagen and Tripati, 2009). Whereas the erratics and 
conglomerate casts have multiple explanations, 
the presence of glendonites implies the occasional 
presence of cool temperatures in the Arctic. As 
described previously, it  is likely that, given the 
location of these sequences in isolated Arctic 
Ocean basins, these cool temperatures represent 
winter season SSTs of 4–7°C (not annual mean 
values) that are preferentially represented at  depth 
because this cool water mass is dense and sinks to 
the bottom. Winter season temperatures in this 
range would cause no conflict with the perception 
of the Paleocene as a largely ice-free, greenhouse 
climate, albeit a cooler one than the Eocene. 
 Even less is known in the tropics. Tempera-
tures in Tanzania and the central, near-equatorial 
Pacific (ODP Site 865) were ~30°C (Huber, 
2008). Currently, the most exciting paleoclimate 
record from the Paleocene is from the Cerrejón 
Formation of Colombia, South America. Head et 
al. (2009) discovered 58 to 60 Ma fossil verte-
brae, estimated to be from eight  individuals of the 
largest species of snake ever found. What makes 
the study so intriguing is that  the authors relate 
the animal’s immense projected size—13 meters 
long and more than 1 ton in weight—to a mini-
mum annual mean temperature of 31 to 33°C. 
They extrapolated this temperature by using an 
empirical relationship between temperature and 
size derived from modern organisms. This tem-
perature range is now corroborated by nearby 
TEX86 records (Jaramillo et  al., 2010). These re-
sults suggest an equator-to-pole temperature gra-
dient in the Paleocene of ~20°C, which is weak, 
but approximately achievable by climate models 
(Huber, 2009; Huber and Caballero, 2011).

PETM
 The record of this interval is characterized by 
global negative anomalies in oxygen and carbon 
isotope values in surface- and bottom-dwelling 
foraminifera and bulk carbonate. The PETM may 
have started in under 500 years, with a recovery 
over >125kyr and a total duration of ~170kyr 
(Rohl et al., 2007). The negative CIE was at  least 
2.5–3.5 per mil in deep oceanic records and 5–6 
per mil in terrestrial and shallow-marine records 
(Koch et al., 1992; Dickens, 2011). These joint 

isotope anomalies, backed by independent  tem-
perature proxy records, indicate that rapid emis-
sion of isotopically light  carbon caused severe 
greenhouse warming, analogous to modern an-
thropogenic fossil fuel burning. During the 
PETM, temperatures increased by 5–8°C in 
southern high-latitude sea-surface waters (Kennett 
and Stott, 1991); about 4–5°C in the deep sea 
(Zachos et  al., 2001), in equatorial surface waters 
(Zachos et  al., 2005) and the Arctic Ocean (Sluijs 
et  al., 2006; Weijers et  al., 2007); and by about 
5°C on land at  mid-latitudes in continental interi-
ors (Fricke, 2003; Fricke and Wing, 2004; Wing 
et  al., 2005). Pagani et  al. (2006b) derived stable 
hydrogen (δD) and carbon (δ13C) isotope records 
of terrestrial-plant  and aquatic-derived n-alkanes 
from the Arctic Ocean that  reflect  changes in hy-
drology, including surface water salinity and pre-
cipitation. They found some equivocal evidence 
of an enhanced hydrological cycle during the 
PETM that  has been confirmed in other work 
(Harding et al., 2011). 
 Given the probable range of climate sensitivi-
ties for modern conditions, the implied carbon 
dioxide release for the PETM and other hyper-
thermals had to be massive in order to cause the 
observed temperature changes in an already 
greenhouse-gas-dominated world. Alternatively, 
climate sensitivity during the early Eocene was 
higher than average values estimated for today 
(Dickens et al., 1995; Higgins and Schrag, 2006; 
Pagani et  al., 2006a; Zeebe et  al., 2009). The 
source of carbon for the PETM and subsequent 
hyperthermals (discussed below) theoretically is 
constrained by the size of the CIE, the carbon iso-
tope value of the source carbon, and changes in 
the CCD (Zeebe et  al., 2009; Panchuk et al., 2008; 
Dunkley Jones et al., 2010). 
 Two dominant  hypotheses for extreme warm-
ing have emerged with distinctly different impli-
cations for the climate system during greenhouse 
climates. A common explanation invokes a mas-
sive release of methane gas precariously trapped 
in marine sediments as methane clathrates (Dick-
ens et al., 1995). In this scenario, clathrates are 
destabilized, and methane is either oxidized in the 
water column and/or released to the atmosphere,  
where it  is quickly converted to CO2. The meth-
ane hypothesis requires the release of over 4,000 
PgC during the PETM (Zeebe et  al., 2009), driven 
by rapid, pre-event warming and/or threshold 
temperatures in very deep waters (given that 
methane clathrates would only be stable in deep 
pelagic sediments where high sedimentary pres-
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sures offset  the enhanced warmth of the Eocene 
deep ocean) (Archer et  al., 2004; Archer and Buf-
fett, 2005). The cause and nature of this pre-event 
warming has not been defined or well identified 
in paleotemperature reconstructions (Sluijs et  al., 
2007), and is further constrained by the appear-
ance of orbital controls on the occurrence of hy-
perthermals. Whether or not the necessary quan-
tity of methane was even available during Green-
house times is another important debate (Buffet 
and Archer, 2004; Archer et al., 2004; Dickens, 
2011). 
 An alternate hypothesis for the appearance of 
hyperthermals calls on the irreversible degrada-
tion of biomass (Kurtz et  al., 2003; Higgins and 
Schrag, 2006; DeConto et  al., 2012) leading to 
direct release of CO2 into the atmosphere. This 
has been proposed to occur as tropical ecosystems 
crossed thermal thresholds (Huber, 2008), or as 
high-latitude permafrosts warmed, dried, and sub-
sequently experienced oxidation of accumulated 
soil organic carbon (DeConto et al., 2012). How-
ever, the apparent  coincidence of hyperthermals 
with combined high eccentricity and high obliq-
uity (Lourens et al., 2005) implicates changes in 
high-latitude seasonal insolation as the ultimate 
trigger (DeConto et al., 2012). In this latter sce-
nario, high-latitude permafrost  catastrophically 
melted when the region crossed a critical tempera-
ture threshold due to the combination of slow, 
CO2-induced warming and warm orbital geome-
tries. CO2 was then released from the oxidization 
of permafrost  organic carbon. Model estimates for 
the amount of available permafrost carbon (De-
Conto et  al., 2012), as well as modern rates of 
permafrost carbon sequestration and release 
(Schuur et al., 2008; 2009), accommodate geo-
chemical requirements dictated by carbon cycle 
modeling (Panchuk et  al., 2008; Cui et al., 2011) 
and lead to much higher CO2 input and lower es-
timates of Earth System climate sensitivity (Pa-
gani et al., 2006a; Dunkley Jones et al., 2010). 
 Presently, carbon cycle models do not  allow 
discrimination between various carbon-cycle per-
turbation hypotheses. In lieu of novel results from 
new geochemical proxies, determining which of 
these hypotheses represent the primary hyper-
thermal trigger will depend on an improved un-
derstanding of how ocean pH changed and af-
fected the global CCD, as well as a clearer under-
standing of the limits of methane and terrestrial 
carbon reservoir magnitudes and accumulation 
rates during a much warmer world. Nonetheless, 
these hypotheses suggest  that extreme climate 

variability is an aspect of greenhouse climates, 
particularly as the climate system evolves from 
the colder spectrum of the greenhouse world to-
ward the warmest extremes and threshold condi-
tions. If methane or biomass is the primary source 
of carbon responsible for extreme warming, it 
suggests that Earth System climate sensitivity to 
CO2 (i.e., climate sensitivity that includes slow 
and fast feedbacks) was high during the Eocene 
(Higgins and Schrag, 2006; Pagani et  al., 2006a; 
Zeebe et al., 2009), even though cryospheric ef-
fects were absent.

Early Eocene
 The first  few million years of the Eocene saw a 
return to somewhat cooler conditions than the late 
Paleocene. Temperatures in continental midlati-
tudes dropped from 15–20°C in the earliest  Eo-
cene to 10–15°C by 54Ma (Bao et al., 1999; 
Wing, et  al., 2000; Wing and Harrington 2001) 
Conditions warmed again in the EECO interval 
between ~53–49Ma. Annual-mean and cold-
season continental temperatures were substan-
tially warmer than modern, while meridional tem-
perature gradients were greatly reduced (Wolfe, 
1995; Greenwood and Wing, 1995; Barron, 1987). 
Reconstructions of warm climates on land are 
confirmed in the marine realm, with bottom water 
temperatures 10°C higher than modern values 
(Miller et al., 1987; Zachos et  al., 2001; Lear et 
al., 2000). This implies that early Eocene winter 
temperatures in deep-water formation regions, 
located at the surface in high latitudes, could not 
have dropped much below 10°C , consistent with 
the high-latitude occurrence of frost-intolerant 
flora and fauna (Greenwood and Wing, 1995; 
Spicer and Parrish, 1990; Hutchison, 1982; Wing 
and Greenwood, 1993; Markwick, 1994, 1998).
 As summarized in Huber (2008), SSTs of 
~35°C are now reconstructed in the early Eocene 
tropics (Pearson et al., 2001, 2007; Tripati et  al., 
2003; Tripati and Elderfield, 2004; Zachos et  al., 
2003). At  high northern latitudes, TEX86 (and its 
minor variants such as TEX86’) records from the 
ACEX core in the Arctic Ocean reveal snapshots 
of warm temperatures. During subsequent  hyper-
thermal events, SSTs are reconstructed to range 
from 25–15°C. In the early Middle Eocene, 
TEX86 SSTs dropped to 8–12°C from early Eo-
cene highs of 15° to 25°C. At  high southern lati-
tudes, Hollis et  al. (2009), Creech et al. (2010), 
and Bijl et al. (2009) found evidence of 30–35°C 
SSTs in the South West Pacific between 55–65°S 
in the early Eocene. 
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 These hot temperatures have major implica-
tions for understanding past climate dynamics 
and, particulary, of the equable climate problem if 
they are quantitatively accurate (there is little 
doubt that their trends are correct). One outgrowth 
of the increasing study of paleotemperature prox-
ies and improved understanding of the myriad 
processes and mechanisms that  affect proxies has 
been the unfortunate realization that large and 
difficult-to-quantify uncertainties persist in proxy 
interpretations (Shah et al., 2008; Ingalls et  al., 
2006; Herfort et al., 2006; Kim et  al., 2010; Liu et 
al., 2009; Pearson et al., 2001; Huguet  et  al., 
2006, 2007;Wuchter et  al., 2004, 2005; Huguet et 
al., 2009; Trommer et  al., 2009; Turich et al., 
2007; Eberle et  al., 2010; and see other papers in 
this volume). Of particular concern is the need to 
extrapolate calibrations out  to temperatures and 
environmental conditions far beyond modern val-
ues. This can be especially difficult  in the tropics, 
where conditions likely were much warmer than 
the warmest range of core-top calibrations of 
30°C. This either requires extrapolating beyond 
core-top calibration, or using mesocosm calibra-
tions that extend up to 40°C. For the Tanzanian 
TEX86 records of Pearson et  al. (2007), peak early 
Eocene temperatures are either 35°C when ex-
trapolating from the core-top TEX86 (GDGT2-
index) calibration, or 39.4°C using the mesocosm-
based TEX86 (GDGT2-index) calibration (Kim et 
al., 2010). The warmest  value recorded by δ18O   
in planktonic foraminifera of the same age (49.5 
Ma) is 31.5°C. So, from what  some might con-
sider the best  records at  one time and one locality, 
reasonable arguments might be made to interpret 
tropical near-surface temperatures to be 31.5–
39.4°C.
 On the other hand, sometimes different proxies 
in a region show a remarkable level of congru-
ence and temporal consistency—for example, in 
the southwest Pacific Ocean (Bijl et al., 2009; 
Hollis et  al., 2009; Liu et al., 2009). However, 
even the congruence of these records may not 
prove their accuracy given their arguable lack of 
consistency with other records. For example, the 
presence of 11°C South Atlantic temperatures 
(Ivany et  al., 2008) in the same latitude band as 
30°C temperatures in the South Pacific (Bijl et  al., 
2009; Hollis et  al., 2009; Liu et  al., 2009) raises 
questions about the proxy interpretations. The 
occurrence of 10–14°C deep-ocean temperatures 
(Zachos et  al., 2001) requires that some regions 
see temperatures fall to this value at  least in win-
ter, in agreement with the results of Ivany et al. 

(2008), but  South Pacific records seem to pre-
clude temperatures this cold unless open-ocean 
seasonality was enormous (a 30°C seasonal 
range). As recognized in many studies, seasonal-
ity and regional variation due to ocean-current 
heat transport are important  considerations that 
may help reconcile the different proxies at  high 
latitudes (Hollis et  al., 2009), but serious, unex-
plained discrepancies persist  at  low latitudes (Hu-
ber, 2008; Liu et al., 2009). Despite these uncer-
tainties, the warmth of this interval is unequivocal 
and difficult to explain.
 Intriguingly, this warm period was subject to 
strong variability. Within the EECO are alternat-
ing warm and very warm (hyperthermal) periods. 
To date, it appears that  the Eocene Thermal 
Maximums (ETM) 2 and 3 exhibit many of the 
same characteristics of the PETM, including a 
transient  warming, a carbon isotope excursion, 
benthic foraminiferal assemblage changes, and 
dissolution horizons (Zachos et  al., 2004; Lourens 
et  al., 2005), implying that  similar processes were 
responsible for each event. However, the magni-
tude of the CIE for each subsequent warming 
event  decreases (Sluijs et  al. 2009; Stap et al., 
2010). Hyperthermals also appear to correspond 
to similar orbital geometries (Lourens et al., 2005; 
DeConto et  al., 2012), and support the notion that 
hyperthermals were driven by a common trigger. 
It  remains an open question whether these hyper-
thermals directly reflect  greenhouse gas inputs, or 
cumulative effects of changing ocean chemistry 
and circulation, perhaps driven by orbital forcing. 
Given the normally assumed range of climate sen-
sitivities (Pagani et al., 2006a), the implied re-
lease of carbon dioxide would have to have been 
massive to cause temperature changes that  large 
in an already greenhouse-gas-dominated world. 

Middle  to late  Eocene transition to the  Ice-
house
 On top of a long-term cooling trend beginning 
at  ~49 Ma, a series of transitions are noted. A sub-
stantial cooling in the Arctic to ~10°C occurred in 
the so-called “Azolla interval” at 48.5 Ma 
(Brinkhuis et  al., 2006), followed by the first ap-
pearance of Arctic sea ice at 47.5 Ma (Stickley et 
al., 2009). Temperatures in the Southwest Pacific 
were found to decrease into the middle Eocene 
(Burgess et  al., 2008), but  apparently remaining 
near the balmy value of 20–26°C by the end of 
the Eocene (Bijl et al., 2009; Liu et al., 2009).
 The middle Eocene climatic optimum (MECO;  
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∼41–42 Ma) was first observed in a deep-sea 
sediment  core from the Southern Ocean (Bohaty 
and Zachos 2003), but subsequent studies have 
verified a warming trend during the same time 
period at  other locations, including the Demerara 
Rise in the Atlantic, Seymour Island, the Antarctic 
Peninsula, and Italy (Sexton et al, 2006; Ivany, 
2007; Jovane et al, 2007). The δ18O and δ13C re-
cords in these studies indicate that the MECO was 
one of the most rapid periods of warming during 
the Cenozoic. The short-term nature of the event 
and the records showing joint  changes in tempera-
ture and carbon cycles are consistent with the the-
ory that  this event was not  driven by paleogeo-
graphic changes, but was driven by fluctuations in 
the concentration of atmospheric CO2 (Bohaty 
and Zachos, 2003; Bijl et al., 2009). 
 The Eocene–Oligocene transition (from ~42 to 
30 Ma) is marked by: stepwise patterns of cooling 
(Zachos et  al., 2001; Feary et al., 1991; Lear et 
al., 2000; Dallai et al., 2001, Wolfe, 1994), 
changes in ocean productivity (Diester-Haass and 
Zahn, 2001; Salamy and Zachos, 1999), and by 
profound biotic change (c.f., Berggren and 
Prothero, 1992, papers in Prothero et al., 2003). 
The earliest  Oligocene is marked by an apparent 
slight increase in seasonality (Ivany et al., 2000; 
Eldrett  et  al., 2009), a rapid increase in Antarctic 
glacial volume to roughly modern total ice vol-
ume (Miller et  al., 1987; Zachos et  al., 1996; 
Barker et al., 1999; Lear et al., 2000; Billups and 
Schrag, 2003), a massive CO2 drawdown (Pear-
son et al., 2009; Pagani et al., 2011), and an 
abrupt increase in productivity of the world 
oceans associated with a global drop in the car-
bonate compensation depth of >1 km (van Andel 
et  al., 1975; Shipboard Scientific Party, 2001; 
Lyle et al., 2005). 
 Until recently, surprisingly little was known 
about how SST changed during this transition. Liu 
et  al. (2009) utilized UK37’ and TEX86 SST proxy 
records from multiple marine sites spanning high 
to low latitudes to document  significant SST 
changes during the transition. Both proxy records 
suggest  that  high-latitude SSTs averaged ~20°C 
near the end of the Eocene, ~10°C higher than 
previous oxygen-isotope-derived reconstructions. 
Through the transition, average high latitude SSTs 
cooled by 4.8±2.5°C, with maximum changes up 
to 10°C. Low latitudes were much warmer than 
modern, and exhibited relatively little cooling 
(0.5–3°C) during the transition, which is in 
agreement  with the results of Pearson et  al. (2008) 

and Lear et al. (2008) in Tanzania.
 There are several proposed causes of this final 
transition to a world with substantial glaciation, 
including a Southern Ocean gateway opening, 
decreases in greenhouse gas concentrations, or-
bital configuration changes, and ice-albedo feed-
backs. As described subsequently, the preponder-
ance of evidence suggests that the drop in green-
house gas concentrations (DeConto and Pollard, 
2003; Huber et  al., 2004; Stickley et  al., 2004; 
Huber and Nof, 2006; Pearson et al., 2009; Pagani 
et  al., 2011) was the dominant cause of this event, 
but the jury is still very much out  (Barker and 
Thomas, 2004).

MODELS AND THEIR APPLICATION

The role of models and of proxies
 Generally speaking, the role of models in pa-
leoclimate either is to provide information neces-
sary to fill a gap in interpretations from proxies 
(this is usually if the model is considered accu-
rate), or to provide a self-consistent, physically 
based framework for comparison against proxies. 
If proxies and models agree, then this suggests 
that the physics (or chemistry or biology) that  is 
generally considered accurate is indeed accurate. 
This provides an indication that  models developed 
for modern climate can be extended past  the range 
for which they were initially intended and tuned. 
 It  is much more interesting and informative 
when proxies and models are in disagreement 
with each other. Assuming that the proxy data are 
being interpreted correctly, this implies that  some 
aspect of the model has been falsified. Sometimes 
this falsification indicates that  a part of the model 
is incorrect, and sometimes the falsification indi-
cates that  the model is incomplete (Table 1). As 
should be clear from the role of models and proxy 
data in this process, the less that  proxies are used 
as inputs to a modeling study, the easier it is to 
falsify the model. As much as possible, modeling 
efforts are independent from data, and instead, 
they generate pseudo-data (model output) for 
comparison with proxies.
 Most  model-data comparisons focus on tem-
perature because this is the primary climate vari-
able, but  the list  of comparisons can be much 
longer, and includes: precipitation, salinity, wind 
or current strength and direction, as well as floral, 
biome, or sedimentological distributions. The say-
ing goes, “All models are wrong, but  some are 
useful.” This is certainly true, and offers a useful 
guide to understanding the role of modeling. But, 
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it  might be helpful to recognize an important cor-
ollary to this statement  that arises in the field of 
paleoclimate. When investigating past climates 
we do not find old thermometers buried in ocean 
sediments or fossilized rain gauges in terrestrial 
strata. On the contrary, proxies are used to esti-
mate paleoclimate variables, and proxies are, at 
heart, models. Some proxies, such as δ18O of car-
bonate, have a direct  physical underpinning in 
quantum mechanics, but  the presence of vital ef-
fects, variations in seawater δ18O, variations in 
depth of production and seasonality, and post-
burial diagenesis, render the process of interpret-
ing an SST  a rather complex modeling exercise in 
which each of these variables is accounted for. 
Some proxies have weak theoretical foundations 
and additional complexities in their interpretation. 
In any event, it  is important  to recognize that all 
proxies are models, and consequently, one could 
say, “All proxy records are wrong, but some are 
useful.” This fact has been recognized in various 
forward proxy-model efforts of the type pioneered 
by Sellwood and Valdes (2006) and Schmidt 
(1999). Such forward modeling of variables 
measured in the geological record, such as climate 
sensitive facies or the δ18O of foraminifera, repre-
sents an explicit recognition that proxies are mod-
els and model-data comparison becomes a better 
posed problem if the variables being compared 
are consistent with each other. It  is conceivable 
that much model-data mismatch may disappear if 
forward proxy-model predictions are compared 
directly with proxies without introducing the in-
termediate step of projecting proxy records 
through modern statistical calibrations to retrodict 
past  climates. Models and proxy data form a con-

tinuum, and integrated approaches are necessary 
to make progress.
 After a model-data comparison has been car-
ried out  and weaknesses in the model found, nor-
mally one is left  with the two categories presented 
in Table 1. Either the model is correct but is either 
not being driven with correct boundary or initial 
conditions or the simulation was not  carried out at 
an appropriate resolution, or the model is missing 
a correct or complete representation of relevant 
physics. It should be noted that collection of 
proxy data can improve the initial or boundary 
condition data sets to alleviate problems of the 
first  kind, but the choice of model resolution is up 
to the modeler, the model, and computational re-
sources. Given that it can take several years of 
continuous integration to complete a fully coupled 
simulation of several thousand (model) years, 
resolution is per force often on the coarse end of 
reasonable. Even an otherwise perfect model may 
not capture the interactions of fine-scale dynami-
cal features (i.e., eddies) with the large-scale cir-
culations properly and hence, produces a poor 
model-data fit. From a modeling perspective, 
none of the options within the first category of  
Table 1 are particularly interesting—one can al-
ways argue that  the model is acceptable, but it 
was forced with poor boundary conditions, or it 
would produce correct  results if run at  a higher 
resolution.
 Errors from the second category in Table 1 are 
much more interesting, and are the potential route 
for paleoclimate proxy data to improve climate 
models. It is an interesting matter of the sociology 
of modelers and proxy-dataset  generators that the 
former are likely to assume that  a model-data dis-
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Category 1: Limitations 
of models with perfect 
physics

Is resolution in the atmosphere and ocean models too coarse to get correct dy-
namics or capture the ‘proxy scale’? What resolution is enough?

Are paleogeographic/paleobathymetric/soil/vegetation/ozone boundary condi-
tions or initial conditions correct enough?

Could a slight tweaking of a poorly constrained free parameter in the model 
dramatically improve the match with data?

Category 2: Missing or 
incorrect physics

Are there missing processes: e.g. polar stratospheric clouds, enhanced ocean 
mixing due to tropical cyclones or tides; 
Or incorrect physics: e.g. cloud parameterizations are substantially incorrect 
(wrong sign of feedbacks)?

TABLE 1.—Potential explanations for data-model mismatches. 
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crepancy is likely to be of category 1, whereas the 
latter are more likely to leap immediately to the 
conclusion that there is something fundamentally 
wrong with model (category 2 errors). While no 
definitive methodology exists to separate category 
1 and 2 errors, the latter have several characteris-
tics. First, vigorous attempts to rule out category 1 
errors must be made. Resolution, initial, and 
boundary conditions should be varied across a 
wide range of reasonable values. Multiple models 
and multiple proxy data sets should be used. But, 
if at the end of extensive study, model-data dis-
crepancies of a magnitude significantly larger 
than the model-data difference in modern control 
simulations continue to be found in multiple mod-
els, and at  a range of model resolutions and in 
multi-proxy data sets, then perhaps a category 2 
error has been identified. This is the real potential 
value of paleoclimate data in improving climate 
models, but  the bar is very high. No proxy data 
are directly used to improve paleoclimate models, 
the process is indirect. It requires extensive multi-
model and multi-proxy data comparisons, and a 
process of deciphering where models may be se-
riously limited to reach the conclusion that mod-
els are seriously deficient.

Overview of the hierarchy of models
 Paleoclimate modeling, as in all modeling, is 
best  approached as an iterative processes driven 
initially and ultimately by interesting data that 
pose a puzzle. It begins with comparison to the 
predictions of simple theories, then moves to 
models of intermediate complexity, and continues 
on to models of greater sophistication. To achieve 
the goal of greater understanding, though, this 
process of complexification also must  be run in 
reverse. The balances in comprehensive models 
must be diagnosed and simplified to their essence 
in order to elucidate fundamental physical proc-
esses that can be understood, bounded, and tested 
in models of all levels of complexity. Complex 
models may fully represent all important  interac-
tions, but  may be so complex that  they cannot be 
understood. Simple models may be fully under-
stood, but lacking in necessary processes. It is 
only by climbing up and down the hierarchy of 
models that  the necessary physics can be repre-
sented and understood. 

Three families of models: simple, 
intermediate, and full. 
 Simple models.—Simple models are either nu-
merical or analytical treatments in which the as-

sumed important  physics of the system has been 
drastically reduced in complexity. Such models 
may either include some measure of atmospheric 
or ocean dynamics (i.e., using Ekman and Sver-
drup theories to predict upper ocean currents or 
quasi-geostrophic theory to understand mid-
latitude storms), or may abstract  such features 
entirely and adopt an analogue approach as exem-
plified by so-called box models. 
 I n t e r m e d i a t e c o m p l e x i t y m o d e l s . —
Intermediate complexity models, often coupled, 
operate either on a reduced domain (i.e., the upper 
ocean), with reduced dimensionality (i.e., two 
dimensions), with simplified atmospheres, at very 
low resolution, or using lower order equations 
(i.e., the Large-Scale Geostrophic Model), and 
frequently, all these simplifications are made 
(Claussen et al., 2002). The main reasons that 
earth-system models of intermediate complexity 
(EMICS) are used are to reduce the computational 
burden and to decrease the complexity of the 
problem, thus making it  more tractable to under-
stand the relevant  physics. These tools can be use-
ful for understanding the functioning of physical 
or biogeochemical processes. EMICS of today 
bear a strong similarity to the full complexity 
models of the previous decade. Partially, this is 
due to the sliding-scale nature of models: all 
models are gross simplifications of the real world, 
and with ever-increasing computational power 
and more sophisticated equations being used in 
these models, one decade’s state of the art model 
is the next decade’s model of intermediate com-
plexity. The limitations introduced by reducing 
the complexity of the system or studying it  with 
low resolution have serious consequences that 
must be acknowledged. On the other hand, these 
models are usually computationally cheap and a 
wide range of parameter space can be explored, 
yielding a greater feel for the overall sensitivity of 
model results to uncertainty in model physics or 
initial and boundary conditions.
 Full complexity models.—Full complexity cli-
mate models simulate the dynamics of three-
dimensional ocean or atmosphere circulation us-
ing so-called primitive equations. These models 
typically are referred to as general circulation 
models (GCMs), with the name alluding to the 
fact that the models have sufficient  sophistication 
to represent the general circulation of the major 
fluid envelopes that  make up the climate system. 
Such a sophisticated approach is advantageous 
when the physics governing the important  dynam-
ics are unclear, in which case, it is best  to include 
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all potential processes for the most complete win-
dow into past dynamics. It  also can be useful 
when trying to compare with proxies, since such 
models approximate the actual physical setting in 
which such proxies are found to a substantial de-
gree. Nevertheless, issues of resolution in the 
model and completeness of model physics that 
arise in models of intermediate complexity are not 
solved by using full-complexity models, only al-
leviated somewhat. In addition, with the level of 
detail that is possible within these models and the 
computational burden entailed by this sophistica-
tion, uncertainties introduced by sensitivity to 
model boundary and initial conditions, as well as 
model parameters, become a serious limitation 
relative to the models of intermediate complexity. 
When ocean (O) and atmosphere (A) GCMs are 
coupled together, they are called fully-coupled 
models.
 On the other hand, application of simple dy-
namical models has received relatively little atten-
tion in the paleoclimate literature in recent  dec-
ades, which is surprising given that these tech-
niques did and still do play a significant  role in 
filling in gaps in our understanding between full 
GCMs and box models. These techniques include 
wind-driven circulation theory using the Ekman 
and Sverdrup relations or use of the linearized 
momentum equations to predict  vertical and hori-
zontal ocean currents. Lying somewhere between 
these techniques and intermediate complexity 
OGCMs are shallow-water equation treatments of 
atmospheric or oceanic dynamics that  can be di-
rectly compared with analytic techniques, but are 
numerical and two or two-and-a-half dimensional 
in nature. Some discussion of these simple meth-
ods is covered below, but most  of the remainder 
of this paper will focus on full climate models 
with an emphasis on coupled models.

Types of full climate models
 Four types of full dynamical numerical models 
have been used to address the questions posed by 
past  greenhouse climates: (1) atmospheric (A) 
GCMs driven by fixed SST distributions; (2) 
AGCMs coupled to mixed-layer, “slab” oceans, 
with specified mixed-layer thickness and meridi-
onal heat  fluxes or diffusivities; (3) ocean 
(O)GCMs usually driven by SST, precipitation 
minus evaporation (P-E), and wind fields taken 
from the former types of experiments; and (4) 
fully coupled ocean-atmosphere-sea ice dynami-
cal models (CGCMs).
 Fixed SST AGCMs.—In fixed SST AGCM ex-

periments, the SST distribution is specified, and 
the object  is to explore what atmospheric features 
(e.g., rainfall, wind, outgoing longwave radiation, 
terrestrial temperature patterns) exist in equilib-
rium with such a distribution, and the sensitivity 
of these features to other factors (e.g., topogra-
phy). The key physical assumption in these ex-
periments is that the thermal inertia of the ocean 
is so much larger than that of the atmosphere that 
the ocean temperatures may be considered clima-
tologically constant, although seasonally varying. 
By changing the SST distribution that  drives the 
model, assumptions about the role of ocean heat 
transport can be tested because the ocean heat 
transport implied by a fixed SST  distribution is 
calculable as a residual from an AGCM simula-
tion. When SSTs are specified, pCO2 may be 
changed as a sensitivity parameter, although the 
results must be interpreted cautiously in light  of 
the fact that  the top-of-the-atmosphere radiative 
balance may not  be consistent between experi-
ments. In specified SST experiments, sea ice can-
not change dynamically.
 Slab Ocean AGCMs.—In slab ocean AGCM 
experiments, SSTs are predicted, so it is possible 
to test SST  sensitivity to pCO2 or other parameter 
variations (e.g., orbital parameters). It is explicitly 
assumed the ocean can be represented as a mixed 
layer of specified depth, i.e., that  the important 
ocean thermal inertia is in the upper 50 m or so, 
and ocean poleward heat transport  is at  specified 
levels (often close to modern or higher). Ideally, 
the pattern of mixed-layer depth and poleward 
heat transport is derived from that  in a coupled 
model (in which case it  has a physical basis), but 
in the vast majority of cases, it is determined in an 
ad-hoc fashion. Sea ice normally is interactive in 
such studies, although sometimes it is thermody-
namic and sometimes fully dynamic. Studies that 
demonstrate substantial high-latitude amplifica-
tion of temperature response to increases in pCO2 
or other forcings often do so because of the non-
linearity introduced by crossing a threshold from 
extensive sea-ice cover to little or no sea-ice 
cover (e.g., Sloan and Rea, 1996; Otto-Bliesner 
and Upchurch, 1997; Peters and Sloan, 2000; 
Beerling et al., 2011). It  is important  to keep in 
mind that proxy data imply (but do not rule out) 
that it was unlikely that sea ice was present at  all 
during past, warm greenhouse climates (e.g. 
Markwick, 1998), therefore, this sensitivity is 
probably not representative of actual greenhouse 
climate systems.
 Ocean-only modeling.–Paleoceanographic 
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modeling may be used to investigate specific 
questions such as: (1) What was the current struc-
ture and tracer distribution of a given past  time 
interval? (2) How sensitive are major oceano-
graphic features (e.g. the Gulf Stream or the me-
ridional overturning circulation (MOC)), to 
boundary condition changes? (3) How might 
modes of variability (e.g., interannual, interdeca-
dal, and millennial-scale variability) change under 
different  conditions? It may also answer some 
more general questions, such as: (4) What is the 
role of the ocean in governing the Earth System’s 
response to greenhouse gas (GHG) forcing, and 
what is the ocean’s role in GHG storage and re-
lease through Earth’s history? and (5) To what  
degree are ocean heat transport  (OHT) changes 
important  for understanding climate change, and 
what is OHT  sensitive to (GHGs, gateways, mul-
tiple equilibria)? 
 Oceanic vertical diffusion is one of the most  
important  and most  contentious issues in modern 
oceanography, and it  is likely that  it was even 
more important  in Earth’s past. The absolute 
background value of the diffusivity, and the 
physical dependencies that  increase it  above this 
background value, are much debated. While there 
is a bit of spread for an estimate of this back-
ground value, a reasonable observed number is .1 
cm^2/s, and values in this range should be the 
default in paleoceanographic applications. Values 
10–100 times greater than this were once com-
monly used even in modern simulations, which 
highlights deficiencies in those models. The in-
clusion of state-of-the-art  treatments of diapycnal 
and isopycnal eddy mixing are important, and 
currently, it appears from the point  of view of the 
tracer circulation and tracer properties that  a com-
bination of the KPP and Gent-McWilliams treat-
ments of these processes is best  (Gent et al., 
1998). There is substantial room for improvement 
in these parameterizations, and ideally, several 
vertical diffusion methods should be tested be-
cause the resulting ocean circulations can be fun-
damentally different (e.g., Nilsson et al., 2003). 
Furthermore, the important issue of how tidal dis-
sipation may have varied in the past has been ne-
glected.
 Coupled GCMs.–In coupled GCMs (CGCMS) 
the atmosphere and ocean, as well as sea ice, in-
teract according to prognostic, dynamic equations, 
and they inherently produce self-consistent  energy 
and momentum transfers between components. In 
these models, one or both parameters can change, 
unlike in other modeling approaches, and the 

simulation is able to go in whatever direction 
physics, tuning, and boundary conditions take it. 
In this sense, the simulations are both the worst 
and best of all modeling configurations. Worst  in 
the sense that, with so much freedom, the coupled 
simulations can differ strongly from the proxy 
data. In that  same sense they are also the best, 
since this allows falsification against proxy data. 

MODELING METHODS

Boundary conditions
 Models require boundary conditions to run. 
Some of these boundary conditions are derived 
from geological observations or proxy-based re-
constructions (i.e., topography); others are in-
ferred or calculated based on physical, biological 
or geochemical arguments (e.g., ozone distribu-
tions). For a fixed SST AGCM simulation, these 
boundary conditions usually include: SSTs, topog-
raphy, trace gas concentrations, solar constants, a 
vegetation distribution (may be specified based on 
reconstructions or predicted by a model), soil 
properties, and other parameters. For ocean mod-
els, these include heat, moisture, and momentum 
fluxes (or state variables) passed to the ocean 
model throughout the simulation, as well as static 
features such as bathymetry. Ocean bathymetry is 
a boundary condition that has been a subject of 
concern in the construction of paleoceanographic 
modeling experiments (Bice et al., 1998). Some 
studies have employed a flat-bottom configura-
tion, eschewing bathymetric variation altogether 
(Bush and Philander, 1997a,b; Barron and Peter-
son, 1991), and dynamical arguments suggest  that 
most general ocean-current  patterns and transports 
are not  sensitive to bathymetric variations (sum-
marized in Bush, 1997a). Nevertheless, the details 
of some currents certainly involve bathymetry 
(Bice et  al., 1998), and perhaps more importantly, 
the degree of upwelling from the abyss is gov-
erned to a large extent by the presence of abyssal 
bathymetric rises (e.g., geostrophically balanced 
meridional flows along ocean ridges), and thus 
some representation is probably important even 
for the gross features of the ocean circulation 
(e.g., Toggweiler and Samuels, 1995; Vallis, 
2000). The freshwater (salt) forcing of the ocean 
potentially is a important variable, with potential 
parameters including the placement  of continental 
runoff into marginal seas and in determining the 
overall meridional gradient  of precipitation minus 
evaporation (P-E). The former issue is important 
for determining the exact  location of deep-water 
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formation (Bice et al., 1997), and the latter is a 
factor in determining the strength of the MOC. 
Neither of these issues proves fatal to the study of 
paleoclimates with ocean models.
 The atmosphere is coupled to the ocean 
through the air-water interface: i.e., via sea sur-
face temperatures (SSTs), and fluxes of sunlight, 
heat, water, and momentum. It  is coupled to the 
biosphere biogeochemically through fluxes of 
sunlight, carbon dioxide, dust, and traces of or-
ganic and inorganic chemicals. Thus, to under-
stand the ocean’s dynamics and phenomena, and 
to predict its role in climate and biogeochemical 
cycles, it is necessary to constrain the state of, and 
fluxes through, the interface between ocean and 
atmosphere (Seager et al., 1995; Power and 
Kleeman, 1994). This has important  conse-
quences. 
 In ocean models, fluxes traditionally have been 
handled through the use of so-called Haney re-
storing (Haney, 1971) on temperature and the 
specification of net  virtual salt fluxes (mixed 
boundary conditions). In general, the weaker the 
restoring, the more closely this boundary condi-
tion mimics atmospheric interaction, but mixed 
boundary conditions have been shown to be sus-
ceptible to spurious multiple equilibria (Sarava-
nan and McWilliams, 1995; Weaver and Sarachik, 
1991; Zhang et al., 1993; Power and Kleeman, 
1993,1994). When the SST distribution is fixed in 
an OGCM experiment, the implicit  assumption is 
that the atmosphere has an infinite heat capacity 
relative to the ocean, opposite to the assumption 
in fixed SST AGCM experiments. In a steady-
state and zonal average sense, the surface tem-
perature gradient  must  map into the vertical tem-
perature gradient, thus, bottom water temperatures 
in such experiments cannot be cooler than the 
coldest surface value. In fixed SST AGCM ex-
periments, neither the coldest  temperatures (upper 
atmospheric), nor terrestrial temperatures are 
fixed, so winds, heat  transport, and surface land 
temperatures can be verified independently. In a 
fixed SST  OGCM experiment, however, it  is not 
clear how to explore the factors maintaining tem-
perature distributions and heat  fluxes. This high-
lights one fundamental difference between the 
ocean and the atmosphere–the atmosphere has 
two free boundaries, one at  the top and one at the 
bottom, whereas the ocean has the top as its only 
free boundary. 
 Allowing these SSTs to vary somewhat  by ap-
plying a strong restoring boundary condition alle-
viates this problem only marginally. As this fixed 

assumption is relaxed by using long restoring 
times, so-called bulk forcing (Brady et al., 1998, 
Doney et al., 1998), or other methods (Nong et 
al., 2000), the top boundary specification better 
approximates a real atmosphere, and better esti-
mates ocean heat  transport. The use of bulk forc-
ing (Brady et al., 1998, Doney et  al., 1998), or  
inclusion of even a simple representation of at-
mospheric fluxes (as in Nong et al., 2000; Najjar 
et  al.. 2002) is preferable in those cases in which a 
coupled model is not  used. Surface wind stress 
patterns are normally specified based on modern 
conditions, a theoretical distribution, or produced 
by an AGCM. Since a non-interactive atmosphere 
(one in which winds, temperature, and freshwater 
fluxes cannot adapt to changing ocean conditions) 
is inherently unrealistic, in most cases, a coupled 
model is preferable to an uncoupled model, even 
when the focus is strictly oceanographic (Doney 
et  al., 1998). This also allows for a more realistic 
pattern of surface state and flux variations, and 
allows for OHT to be a well-posed, prognostic 
variable, which it is not  if surface temperature 
patterns are specified (Huber et al., 2003; Nong et 
al., 2000; Seager et al., 1995).
 A minimum requirement  for realism in any 
climate model simulation is that it  be a possible 
solution in a coupled system, because the real at-
mosphere and ocean are coupled. Thus, the oce-
anic or atmospheric heat transport  produced by 
the circulation should not be substantially out  of 
equilibrium with the heat transport  implied by the 
surface heat-flux divergence patterns. Studies of 
modern climate using uncoupled models avoid 
these difficulties because the forcing at the top or 
bottom boundary is well known, and the goal is to 
understand the flows in equilibrium with this dis-
tribution: these flows are also observationally 
constrained and thus, the models are testable. 
However, in the deep past, constraints on circula-
tion rates, zonal temperature gradients, heat trans-
port, precipitation, and evaporation are weak, and 
the state of the fluxes at  the boundary between 
ocean and atmosphere are not well known. Con-
sequently, there are few means to provide an in-
dependent check on the predictions of uncoupled 
GCMs, and no guarantee of energetic self-
consistency in the simulations. An uncoupled 
model-simulated circulation pattern that would 
collapse if coupled cannot reveal much about any 
real past climate. Therefore, regardless of whether 
a fully coupled model is used, a minimum re-
quirement  of uncoupled GCM experiments should 
be careful attention to the compatibility of fluxes 
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passed through the ocean surface between the 
ocean and atmosphere and enforcement of basic 
conservation laws in experimental design.

Initial conditions
 The choice of initial conditions has little im-
pact on AGCM simulations because of the short 
memory of the atmosphere, although soil initial 
temperatures and moisture values may take a dec-
ade or two to reach equilibrium. The long tem-
perature memory of the ocean means that  choice 
of initial conditions for that component  is more 
critical to reduce computational time. Proxies that 
might  be used as initial conditions for modeling 
experiments are sparsely distributed in time and 
space, have inherent  uncertainties associated with 
them, and may not constrain important  quantities 
(e.g., salinity). This challenge is usually overcome 
by specifying an initial sea surface temperature 
(SST) distribution derived from proxies or using 
output from an atmospheric general circulation 
model (AGCM), which in turn predicted SSTs 
assuming some distribution of oceanic mixed-
layer depth and heat transport. Surface salinities 
are normally based on output from such AGCM 
simulations after assuming an empirical relation-
ship between precipitation minus evaporation (P-
E) distributions and surface salinity, or alterna-
tively, a global constant  value can be specified as 
an initial condition. In paleoceanographic simula-
tions carried out  with a coupled ocean-atmosphere 
model, these initial condition values may be 
strongly departed from because of the model’s 
evolution. In simulations that  do not  employ cou-
pling with an atmospheric model, these distribu-
tions are more or less fixed. Deep ocean tempera-
tures are normally taken from benthic 
foraminifera-derived temperature estimates 
(where available), and salinity is frequently set  at 
the modern global mean value or, sometimes, is 
set to a different  global mean value designed to 
accommodate past variations in global mean sa-
linity.

Equilibration and spin-up
 A related issue in performing coupled modeling 
experiments has been integrating the entire sys-
tem, including the deep ocean, to quasi-steady 
state (so-called spin-up). Nevertheless, ocean 
models—at  least  the non-eddy resolving models 
employed in climate and paleoclimate studi-
es—are computationally inexpensive relative to 
their atmospheric cousins. In ocean-only GCM 
studies, it is now feasible to integrate the model to 

equilibrium without  so-called deep ocean accel-
eration, although accelerating the deep-ocean 
tracer fields during spin-up has been shown to 
speed equilibration without  unduly affecting the 
final climate state (Danabasoglu et  al., 1996, 
2004). However, as described above, for most 
climate purposes, a coupled model is preferred so 
that surface temperature and salinity fields and 
ocean heat and freshwater transport  are fully 
prognostic. Many coupled models historically 
displayed a drift  of climate from modern values 
even for modern conditions, which precluded 
them for use in paleoclimates, but this modeling 
challenge has been overcome in the recent genera-
tion of models. It is now computationally feasible 
to integrate coupled models to equilibrium (≥ 
4000 years), and this is probably somewhat pref-
erable to iterative techniques used previously 
(Huber and Sloan, 2001) because it  involves less 
ad-hoc manipulations.

PROGRESS IN THE MAJOR QUESTIONS 
OF GREENHOUSE PALEOCLIMATES

 Many important  questions are raised by pat-
terns shown by past greenhouse climates and 
much remains to be understood. This complexity 
can be reduced into the three most  vexing climate 
problems that  have the broadest implications for 
climate theory. These three problems are the focus 
of most greenhouse paleoclimate modeling. 

Global warmth with strong climate sensitivity
 The pattern is one of global mean surface tem-
peratures much warmer (>10°C warmer) than the 
modern global mean temperature (15°C), and 
strangely, these climates experience significant 
variability. How was this warmth maintained, and 
how can a warm world be highly variable given 
that most positive feedbacks we know are strong-
est at cooler temperatures?
 It  is likely that  global mean temperatures in the 
Eocene and Cretaceous were much warmer than 
previously thought, given new estimates emerging 
from improved data coverage and the introduction 
of new proxies (Huber, 2008; Sluijs et  al., 2006; 
Weijer et  al., 2007; Liu et  al., 2009; Head et  al., 
2009; Kowalski and Dilcher, 2002). This new 
characterization is a product of a new understand-
ing of the potential contamination of the older 
tropical SST records (Zachos et  al., 1994) by dia-
genesis (Schrag, 1999; Huber and Sloan, 2000; 
Pearson et al., 2001, 2007); the development of 
new proxies, such as TEX86, MBT, Mg/Ca; and 
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revised calibrations of older proxy data, such as 
leaf-margin analysis using the Kowalski and 
Dilcher (2002) calibration. Consequently, the 
long-recognized and difficult-to-explain pattern of 
greenhouse climate warmth has always been un-
derestimated. It is now clear that the global mean 
temperature change from Modern to Eocene was 
not ~4° (Covey et  al., 1996) but  >10°C, although 
the polar amplification of this global mean tem-
perature increase remains extreme because newer 
polar temperature estimates are even warmer than 
corresponding tropical temperature increases. The 
Cretaceous warming may have been even larger, 
but fewer data exist to constrain it.
 Atmospheric pCO2 is generally considered to 
play either a secondary or primary role in explain-
ing global warmth during the Cretaceous and Eo-
cene because concentrations were above modern 
(Pearson and Palmer, 2000; Pagani et al., 2005; 
Lowenstein and Demicco, 2006; Pearson et  al., 
2009; Pagani et al., 2011). As a secondary forcing 
agent, CO2 concentrations may have primed the 
climate system to be sensitive to forcing by altera-
tions in other boundary conditions, such as ocean 
gateways or insolation, or it may have enhanced 
nonlinear sensitivity through feedbacks, e.g., due 
to water vapor. Alternatively, pCO2 could have 
been the primary forcing factor responsible for 
Eocene greenhouse climate. Whether the latter or 
former perspective is correct has profound impli-
cations for estimates of global climate sensitivity 
to pCO2.
 The upper range of pCO2 has not been ex-
plored adequately because modelers tend to 
choose the conservative end (520–2200 ppm) of 
paleo-pCO2 proxy estimates, even though they 
extend up to 4400 ppm in the early Eocene 
(Fletcher et  al., 2008) or Cretaceous (Royer et  al., 
2004). This, in part, has been motivated by the 
fact that, at  pCO2 values above 2000 ppm, models 
have produced tropical SSTs warmer than recon-
structions. On the other hand, these reconstruc-
tions have been reinterpreted upward (Pearson et 
al., 2001; Wilson et  al., 2002; Pearson et al., 2007; 
Forster et al., 2007a, b; Bice et al., 2006) and this 
issue needs to be reexamined. It should be noted 
that whereas tension exists between the compet-
ing interests of warming winters in the interiors 
and overheating in the tropics, there is no great 
conflict  between the pCO2 required by any given 
climate model and the paleo-pCO2 proxies. This is 
for two reasons. 
 First, the global mean temperature response to 
greenhouse gases in climate models, most  com-

monly represented as the equilibrium sensitivity 
of temperature to a doubling of pCO2 from 280 
ppm to 560 ppm (S), is a parameter that varies 
from model to model and has no known true value 
(Roe and Baker, 2007). Estimates for modern-day 
conditions range from 1–6°C, and the range im-
plied by paleoclimate conditions is similar, al-
though perhaps pushed to the higher end of the 
range (Pagani et  al., 2006a). A specific value of S 
is an emergent  property of a given climate model. 
It  is not  directly specified and it  is not  trivial to 
adjust because it emerges as the difference of 
many large and countervailing processes. Conse-
quently, even if pCO2 in the past were perfectly 
known (which it  is not), it  would be necessary to 
either utilize a climate model with the correct S 
value (which is also unknown), or to adjust the 
input  value of pCO2 so that the product of the 
sensitivity and the pCO2 yielded the correct global 
MAT  response. In other words, it  is the product of 
pCO2 and S  that  is the relevant parameter to ex-
plore given that there currently is irreducible un-
certainty in both terms of the equation. If the true 
value of S is 6°C per pCO2 doubling and a study 
is using a model with S=3°C per doubling, then 
twice the value of pCO2 would be required for an 
accurate simulation (barring chemistry-dependent 
interactions). 
 Second, the approximately logarithmic de-
pendence of radiative forcing due to pCO2 as a 
function of concentration moderates the impor-
tance of real or apparent variations of pCO2 pro-
vided that the background values are high. All 
climate-model simulations to date require pCO2 
of at  least  1000ppm to begin to match records of 
high-latitude and deep-ocean warmth, or even to 
match the new, warmer interpretation of warmer-
than-modern tropical SSTs (Pearson et  al., 2007); 
in fact, they suggest  higher values (Lunt  et  al., 
2012). At this higher-than-modern pCO2 range 
(e.g., 2000 ppm), a variation in pCO2 of 1000 
ppm would produce relatively small impacts on 
global mean temperature (i.e., 1.5°C for S=3). 
 Consequently, provided pCO2 was generally 
higher than modern in the Eocene or Cretaceous, 
the specific value is not particularly important  to 
evaluating the correctness of a solution to the eq-
uable climate problem at  this point. If the situa-
tion arose that  a climate-model simulation pro-
duced accurate climate results, then backing out 
the true value of S would be a potential reward. 
However, that would require an accurate knowl-
edge of pCO2, and we are still far from that level 
of accurate representation of early Eocene cli-
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mate, although we are close in the late Eocene 
(Pearson et al., 2009; Pagani et al., 2011).
 An additional part  of this sensitivity puzzle is 
that the data reveal the Eocene and Cretaceous to 
be variable, with strong climate- and carbon-cycle 
variability on orbital periodicities all the way 
down to high frequency (interannual variability). 
Orbital-scale variability of the system is pervasive 
on land (Fischer and Roberts, 1991; Machlus et 
al., 2008; Galeotti et al., 2010b; Abels et al., 2012; 
Deconto et al., 2012) and in the oceans (Cramer et 
al., 2003; Wade et  al., 2001; Wade and Kroon, 
2002; Coxall et al., 2005; Pälike et  al., 2006 a, b; 
Burgess et al., 2008; Warnaar et al., 2009; 
Westerhold et al., 2007), and this is apparently 
without  substantial land-ice. Sub-orbital multi-
millenial variability also is found in records, al-
though they may only reflect regional signals 
(Machlus et  al., 2008; Aziz et al., 2008; Lenz et 
al., 2011; Stickley et  al., 2012). Good evidence 
exists for strong decadal to interannual variability 
from the Cretaceous through the Pliocene, includ-
ing El Niño-Southern Oscillation cyclicity 
(Ripepe et  al., 1991; Huber and Caballero, 2003; 
Garric and Huber, 2003; Galeotti et al., 2010a; 
Davies et al., 2011; Ivany et  al., 2011; Davies et 
al., 2012; Watanabe et  al., 2011). Most  theories 
for strong variability are built on Quaternary con-
ceptual models and rely on enhancement  of vari-
ability by feedbacks with the cryosphere or a cold 
abyssal ocean, but  this approach cannot easily 
explain the variability of climate in past green-
house intervals.
 The dynamic range of global mean temperature 
variation is estimated to be ~8°C on time scales of 
millions of years (Wing et al., 2000; Zachos et al, 
2001; Jenkyns, 2003; Wilf et  al., 2003; Fricke and 
Wing, 2004; Dumitrescu et  al., 2006; Thomas et 
al., 2006; Pearson et  al., 2007; Donders et al., 
2009; Sinninghe Damsté et  al., 2010; Wang et  al., 
2012). On shorter time scales, global mean tem-
perature changes of ~5°C appear often, such as 
various hyperthermal events (Lourens et al., 2005; 
Nicolo et  al., 2007; Galeotti et al., 2010b), and the 
early Eocene is characterized by at least three 
rapid hyperthermal events that  seem to have ush-
ered in the EECO: the early Eocene maximums, 
PETM, ETM 2, and ETM 3 (known as ELMO 
and X-event, respectively). One of the major 
paradoxes associated with the PETM (and mutatis 
mutandis for other hyperthermals) is that  the 
amount of carbon released during the event, as 
estimated from carbon isotope perturbations, is 
much smaller than that required to produce the 

reconstructed ~5°C global warming unless a very 
large value of global climate sensitivity is as-
sumed (Pagani et al, 2006a; Hendricks and 
Schrag, 2007). There are two resolutions to this 
paradox: either sensitivity is not a strong function 
of global temperature or boundary conditions and 
it has a uniformly high value (S >4°C), or sensi-
tivity strongly increased in the climate regime that 
preceded the PETM and other hyperthermals. The 
relatively small changes in pCO2 (Pearson et  al., 
2009; Pagani et al., 2011) associated with strong 
global cooling during the Eocene–Oligocene tran-
sition (Lear et al., 2008; Pearson et al., 2008; Liu 
et  al., 2009; Eldrett  et  al., 2009, Wade et  al., 2011) 
and the substantial warming with a small change 
in pCO2 during the Middle Miocene Climatic Op-
timum (Kürschner et al., 2008; Herold et al., 
2011b, 2012) also provide suggestive evidence of 
a higher or increasing climate sensitivity in these 
past warmer worlds. 
 It  is difficult  to imagine a mechanism to pro-
duce very high sensitivity at  the high range in 
temperatures of the background greenhouse state 
because most  well-understood processes that in-
crease sensitivity (e.g., ice-albedo feedbacks) op-
erate at  relatively low CO2 and temperature val-
ues. With the warm high-latitude temperatures 
indicated by proxy data, there is no land or sea-ice 
and no snow, so such feedbacks were non-
existent. Nevertheless, the range of pCO2 above 
2000 ppm is little explored and surprises, perhaps 
due to the vegetation, chemistry, water vapor or 
cloud feedbacks, might be found.

Equable climate problem
 The pattern of equable climates is reduced sea-
sonality in continental interiors compared to mod-
ern values with winter temperatures above freez-
ing. How do we warm continental interiors, gen-
erating above-freezing conditions in winter but 
without  overheating summers–especially subject 
to the other constraints described in the other 
problems?
 Continental interior temperatures produced by 
Eocene and Cretaceous climate-model simula-
tions have been too cold compared to paleocli-
mate proxies, especially for winter climates 
(Sloan, 1994). Evidence for very low seasonality 
and above-freezing conditions that  characterize 
continental interiors far from the mediating force 
of a warm ocean (Sloan and Barron, 1990; Spicer 
and Parrish, 1990; Wolfe, 1994; Greenwood and 
Wing, 1995; Herman and Spicer, 1996; Upchurch 
et  al., 1999;  Markwick, 2007) has posed a major 
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mystery. Unlike oceans, the interiors of large con-
tinents have low heat  capacities with climates 
largely modulated by the seasonal solar cycle 
(Crowley et al., 1986). Even if high-latitude ocean 
temperatures were very warm, this would do little 
to ameliorate continental interiors (Huber and 
Sloan 1999; Sloan et  al., 2000). This so-called 
equable climate problem persists at relatively high 
greenhouse gas concentrations up to ~2000 ppm 
CO2, where the model-data mismatch typically is 
~20°C for winter temperatures (Shellito et  al., 
2003), although the discrepancy for mean-annual 
temperatures is typically less except for polar re-
gions. 
 This model-data discrepancy has proven fertile 
ground for innovative thinking in climate model-
ing. Efforts to achieve the character of warm win-
ter continental interior and polar temperatures 
have been approached in various ways including: 
large lakes (Sloan, 1994; Morrill et al., 2001); 
polar stratospheric clouds (Sloan et  al., 1992; 
1999; Sloan and Pollard, 1998; Kirk-Davidoff et 
al., 2002; Kirk-Davidoff and Lamarque, 2008); 
increased ocean heat transport  (Berry, 1922; 
Covey and Barron, 1988; Sloan et al., 1995); 
finer-resolution simulations of continental interi-
ors (Sewall and Sloan, 2006; Thrasher and Sloan, 
2009); a permanent, positive phase of the Arctic 
Oscillation (Sewall and Sloan, 2001); altered or-
bital parameters (Sloan and Morrill, 1998; Law-
rence et al., 2003; Sewall et al., 2004); altered 
topography and ocean gateways (Sewall et al., 
2000); radiative convective feedbacks (Abbot et 
al., 2008, 2009a, b); altered vegetation (Sewall et 
al., 2000; Shellito and Sloan, 2006a ,b); and 
changes in sea surface temperature (SST) distri-
butions (Huber and Sloan, 1999; Sloan et  al., 
2001; Sewall and Sloan, 2004). Certainly part of a 
solution to this problem lies in changes in Earth’s 
albedo arising from feedbacks such as the lack of 
polar ice and enhanced vegetation at high lati-
tudes (Otto-Bliesner and Upchurch, 1997; De-
Conto et al., 1999; Upchurch et al., 1999). Inclu-
sion of these parameters has failed to reproduce 
the warm winter temperatures seen in proxies. 
 While some regions have proven sensitive to 
variations in these climate-forcing mechanisms, 
the general outcome of model investigations has 
been failure to provide a general solution to the 
equable climate problem. One mechanism might 
explain warmth at extreme high latitudes (e.g., 
cloud feedbacks), but leave temperatures within 
the western interior of North America unex-
plained (Abbot  et  al., 2009a) or vice versa (e.g., 

large lakes or altered topography). Ultimately, 
failure of these various hypothesized resolutions 
to the equable climate problem, whether tested 
individually or in concert, has suggested that they 
are not the leading order solution to the problem. 
Recently, progress has been made in solving this 
problem, and it  has depended critically on new 
tropical SST constraints and consideration of 
strong global radiative forcing enhanced by local 
feedbacks (Pearson et al., 2001, 2007).

Low gradient problem 
 This climate problem can be divided into two 
sub-problems: the cool tropical paradox and polar 
amplification. The cool-tropics paradox, or tropi-
cal thermostat  hypotheses, focus on apparent  lim-
its to tropical temperature increase in a warmer 
world. The process of polar amplification refers to 
the enhancement of warming in the extratropics 
compared with the global mean. These can be 
considered two sides of the same coin, but  the 
mechanisms involved and the data on which they 
depend are different, and it  is worthwhile to focus 
on each separately as well as in conjunction.
 C o o l t ro p i c s p a r a d o x o r t ro p i c a l 
thermostats.—This is an old and still-influential 
paradigm that  holds that tropical temperatures 
varied little in the past. Pioneering work indicated 
that greenhouse intervals deeper in Earth’s past 
were characterized by cooler-than-modern tropi-
cal temperatures (Shackleton and Boersma, 1981). 
Similarly groundbreaking efforts, i.e., the original 
CLIMAP reconstructions (CLIMAP Members, 
1981), indicated little tropical cooling or even 
slight warming during the last glacial maximum. 
These data interpretations lend support to and 
gained support from a class of thermostats pro-
posed by Newell (1979) and Ramanathan and 
Collins (1991), in which tropical SST is limited 
by either evaporation or cloud feedbacks that set 
in at a trigger temperature erroneously assumed to 
be a universal constant  independent  of atmos-
pheric CO2 concentration. Yet, there is a long his-
tory demonstrating the lack of basis in data, the-
ory, or models of the trigger class of thermostats 
(Fu et  al., 1992; Wallace, 1992; Hartmann and 
Michelsen, 1993; Pierrehumbert, 1995; Sud et  al., 
2008; van Hooidonk and Huber, 2009; Williams 
et  al., 2009). Other thermostats (Clement et  al., 
1996; Miller, 1997; Kleypas et  al., 2008) have met 
similar fates (Hartman and Michelsen, 2002; van 
Hooidonk and Huber, 2009). Nevertheless, the 
false notion that data and simple physical reason-
ing support a tropical thermostat persists in the 
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paleoclimate community, often based on the ob-
servation of an apparent  cut-off in modern and 
paleoclimate data. 
 Interpretations of the proxy data evolved in 
subsequent  decades as new, independent  proxy 
records, and improved understanding of biases in 
the proxies developed. A decade ago, it  became 
well accepted that tropical temperatures cooled 
substantially (2–3°C) during glacials (Crowley, 
2000), and tropical temperatures in greenhouse 
climates were acknowledged to have been at  least 
as warm as, if not warmer than, modern values 
(Crowley and Zachos, 2000). A true picture of the 
degree to which previous reconstructions were 
biased to cool values then became evident  (Huber 
and Sloan, 2000, Pearson et  al., 2001). SSTs of 
~35°C (with an error of ±5°) are now recon-
structed in the tropics (Pearson et al., 2001; Tri-
pati et al., 2003; Tripati and Elderfield, 2004;  
Zachos et  al., 2004; Pearson et  al., 2007; Huber, 
2008; Lear et al., 2008) during the Eocene or Cre-
taceous (Norris et  al., 2002; Schouten et al., 2003, 
2007). Such extreme temperatures have major 
implications for our understanding of the dynam-
ics of past climates and for the history the life.
 Whether a tropical thermostat  exists is funda-
mentally important  for three reasons. The tropics, 
defined broadly (30°N–30°S), make up half of 
Earth’s surface area and play an outsized role in 
determining past variations in global mean tem-
perature and the sensitivity of this variable to 
forcing factors such as greenhouse-gas concentra-
tions. The tropics also dominate global biodiver-
sity, and have frequently been considered stable, 
safe havens for fauna and flora compared with the 
more variable high latitudes. Finally, because 
global atmosphere-ocean circulation is driven by 
temperature gradients, tropical temperatures pro-
vide the linchpin on which the rest  of the general 
circulation depends.
 For their part, paleoclimate modelers have 
concluded that hot  tropical temperatures and the 
high concentrations of greenhouse gases that 
cause them are required to reproduce warm extra-
tropics because standard models and dynamical 
theory do not produce equator-to-pole tempera-
ture gradients much weaker than they have been 
in modern times. Nevertheless, based on the sup-
position that  the models are missing important 
physics, many hypotheses and novel mechanisms 
have been proposed that  center on the existence of 
a ‘thermostat’ that maintains tropical temperatures 
at  a fixed level. These attempts to include new 
feedbacks have illuminated many dark alleys of 

climate dynamics, but so far all have been dead 
ends (Williams et al., 2009). 
 If SSTs were truly ~35°C at  times in Tanzania 
(19°S) or New Jersey (~30°N), some tropical re-
gions must have been much hotter, especially on 
land. As summarized in Huber (2008), this has 
thought-provoking implications for paleoclimate, 
vegetation, and carbon-cycle evolution. First, 
tropical temperatures above 31°C offer no evi-
dence for a climate thermostat—that is, a strict 
mechanism that maintains tropical SSTs in the 
modern range. Climate dynamicists who have 
been trying to explain thermostats for decades 
may have been chasing a chimera. Second, cli-
mate models might be able to reproduce warm 
poles and warm extratropical continental winters, 
given that  these new tropical SSTs imply closer-to 
-modern temperature gradients. Third, during the 
warmest parts of the past 65 million years—i.e., 
the PETM and subsequent hyperthermal phases of 
the EECO—tropical vegetation in some regions 
may have been above the upper limits of its ther-
mal tolerance. Most  plants, especially the C3 
plants that comprised Eocene floras, have physio-
logical mechanisms that break down in the 35°–
40°C range; in particular, they can die because 
photorespiration dominates over photosynthesis. 
Annual mean temperatures greater than 35°C can 
be plausibly reconstructed to have been wide-
spread equatorward of 30° latitude (although not 
universally as evidenced by cooler temperatures 
in some regions by Keating-Bitoni et al. (2011) 
and Jaramillo et  al. (2011)), so floras may have 
been thermally stressed, and perhaps undergoing 
water stress, in the warmest intervals. This point 
of view remains controversial and is the focus of 
ongoing work. It remains possible that Cretaceous 
and Eocene tropical SST reconstructions might  be 
biased toward cool values, and other variables 
need to be constrained to more precisely define 
the data-model mismatch in the tropics. For in-
stance, if proxies record tropical temperatures 
from below the mixed-layer, that is, greater than 
~40 m depth, rather than 6 m, the low-gradient 
problem is ameliorated, but such a habitat  may be 
difficult to reconcile with evidence for the pres-
ence of photosymbionts or other key biological 
limitations.
 Polar amplification.—Climate models histori-
cally have failed to reproduce the small equator-
to-pole temperature gradients indicated by Creta-
ceous and Eocene paleoclimate proxies (Barron et 
al., 1981; Barron, 1987; Barron et  al., 1993; Sloan 
and Rea, 1995; Huber and Sloan 2000; Huber and 
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Sloan, 2001; Zhou et  al., 2012), and given that  the 
newer reconstructions have raised polar tempera-
tures (Fricke and Wing, 2004; Jenkyns et al., 
2004; Poulsen, 2004; Sluijs et  al., 2006; Bijl et al., 
2009; Hollis et al., 2009; Jenkyns et  al., 2012) 
even more than tropical ones, a mystery still per-
sists. This failure represents one of the greatest 
challenges in paleoclimate dynamics because it 
suggests that climate models fail to reproduce the 
leading order feedbacks in a warmer world (Val-
des, 2011). Alternatively, a sampling bias toward 
warm-season values at  high latitudes and cold-(or 
upwelling) season temperatures in low latitudes 
could partially resolve the low-gradient  problem. 
Warm terrestrial extratropical winter temperatures 
tend to rule out a large high-latitude bias in plank-
tonic foraminiferal SST estimates, but  small (up 
to 5°C) biases are possibly explained by such 
depth, productivity, and seasonal biases.
 A commonly advocated conjecture might ap-
pear to resolve the mysteries of greenhouse cli-
mates, and it  relies on increased atmospheric or 
oceanic heat transport  in conjunction with high 
greenhouse-gas concentrations. Attention has fo-
cused on the challenging problem of modeling 
paleo-ocean-atmosphere circulations and, espe-
cially, on placing bounds on the magnitude of heat 
transport in such climates. Increased poleward 
heat transport by the ocean or atmosphere has 
long been considered a solution to these problems 
(Berry, 1922; Barron, 1987; Covey and Barron, 
1988; Rind and Chandler, 1991; Barron et al., 
1993; Schmidt and Mysak, 1996). However, the 
supposition of low gradients propelled by en-
hanced heat transport  is recognized as a climate 
conundrum: that is, enhanced poleward heat 
transport is necessary to maintain low meridional-
temperature gradients, but small meridional tem-
perature gradients reduce rates of poleward heat 
transport. Ocean-atmospheric models have pro-
duced meridional atmospheric and ocean heat 
transports close to modern (Huber and Sloan, 
2001; Najjar et al., 2002; von der Heydt and Dijk-
stra, 2006). The missing required transport is in-
ferred to be ~1 Petawatts at 45° latitude (Huber et 
al. 2003). Changes in atmospheric or oceanic heat 
transport have been always been the leading hy-
potheses explaining the low gradients of past 
greenhouse climates (Berry, 1922); consequently, 
below is a more detailed discussion of the role of 
heat transport in this important issue.

OVERVIEW OF THE ROLE OF THE 
ATMOSPHERE AND OCEANS

Atmospheric heat transport 
 While it is often assumed that  increased latent-
heat transport  might account  for a small meridi-
onal temperature gradient, models and theory 
have not  produced this effect. This is surprising at 
first, given the exponential dependence on atmos-
pheric saturation vapor pressure expected from 
the Clausius-Clapeyron relation. A warmer at-
mosphere could hold more water vapor provided 
that relative humidity distributions were not  much 
different  than modern. But, current theory and 
models have shown that  latent  heat transport  in-
creases with increasing temperature gradient (all 
things being equal), the opposite to what  is re-
quired to maintain low gradients (Pierrehumbert, 
2002). This is because increased latent heat  trans-
port  requires a more intense hydrological cycle, 
which places important  constraints on the dynam-
ics. A more intense hydrological cycle as com-
monly defined in atmospheric dynamics (Pierre-
humbert, 2002) refers to increased meridional 
water vapor transport from low to high latitudes. 
It  does not mean more rain everywhere, as it is 
often used in the paleoclimate literature. Too of-
ten, pervasive records of wet Eocene and Creta-
ceous conditions have been used as evidence of 
an enhanced hydrological cycle and a wetter 
world everywhere.
 In steady state, stronger divergence requires an 
intensification of evaporation (E) in net  E zones 
and a counterbalancing increase in precipitation 
(P) in net  P zones, leading to an increased meridi-
onal gradient of E-P (Held and Soden, 2006). 
Climate model simulations of the future show a 
general drying of the subtropics (and moistening 
of the deep tropics) in simulations of modern 
global warming, a fact that is relatively well-
understood from basic theoretical arguments (Al-
len and Ingram, 2002; Held and Soden, 2006). 
Thus to first  order, the general projected change in 
the net surface freshwater flux under increased 
greenhouse gas forcing is a simple amplification 
without  a change in the spatial pattern. In steady 
state, provided that  E>P equatorward of the sub-
tropical margins (e.g., see the work of Ziegler et 
al. , 2003, suggesting this has been the case since 
the Permian) there must  be net  P averaged over 
the extratropics. Thus, we expect  to find an appar-
ent drying of the subtropical regions to be consis-
tent with an increase in the vigor of the hydro-
logical cycle, and a compensating moistening in 
high latitudes. This pattern appears to be playing 
itself out  currently as revealed by trends in mod-
ern hydrological records (Zhang et  al., 2007), and 
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some evidence indicates the same in the Eocene 
(Pagani et al., 2006a; Harding et al., 2011). 
 On the other hand, global mean temperature 
introduces a nonlinearity to this simple picture. 
For this reason, it is crucial that most simulations 
that have been performed have not been driven by 
CO2 concentrations (Pearson and Palmer, 2000; 
Lowenstein and Demicco, 2006) or tropical tem-
peratures (Pearson et al., 2007) in the range that 
we now consider likely. Given that newer proxy 
records and interpretations push temperature es-
timates up almost across the board, the impor-
tance of nonlinear dependence of heat transport 
on the global mean climate must be considered. 
Thus, mechanisms may exist to achieve greater 
latent heat  transport  that have not been investi-
gated for Eocene conditions based on thinking 
about modern global warming. Substantial focus 
has been applied to the issue of meridional circu-
lation and transport changes in a modern global 
warming context. In general, two results are ro-
bust: global warming should intensify the hydro-
logical cycle and increase the width of the Hadley 
Cell, displacing storm tracks poleward. 
 Recent dynamical work (Caballero and Lan-
gen, 2005; Frierson et  al., 2007) has shown the 
limitation of Pierrehumbert’s (2002) theoretical 
scaling, and it  deserves renewed attention espe-
cially in light  of new temperature proxy data. Be-
cause half of Earth’s surface area lies between 
30°N and 30°S, upward revision of tropical tem-
peratures from ~26°C to ~35°C during the warm-
est phases has profound implications for the 
global mean temperature, which, in turn, has a 
nonlinear impact  on features like Hadley Cell 
width and poleward latent heat transport. Cabal-
lero and Langen (2005) used an idealized atmos-
pheric general circulation modeling framework to 
construct a regime diagram for the variations of 
atmospheric latent and sensible heat transport as a 
function of surface temperature and its meridional 
gradient. They found that  poleward atmospheric 
latent-heat transport increased with increasing 
temperature gradient (ΔT), and increased with 
global mean surface temperature (Tm) over a 
wide range of values. For the combined range of 
Tm and ΔT characterizing the Eocene, latent  and 
total heat  transport  did not  increase with global 
warming for two reasons. First, eddy kinetic en-
ergy (EKE) of the storm tracks, which can be 
thought  of as a qualitative measure of the thermal 
eddy diffusivity of the atmosphere, decreases at 
Tm > 15°C because of large increases in midlati-
tude static stability (which suppresses eddy activ-

ity). Second, as Tm increased, storm tracks mi-
grated poleward in their simulations, resulting in 
storms becoming cut off from their supply of sub-
tropical water vapor. Within the near-term global 
warming context, such a shift  is only 2–3° lati-
tude, but  the storm track latitude should shift by 
5–10° latitude over the range of potential Eocene 
climates. Extensions of this work by Frierson et 
al. (2007) showed that  the Hadley Cell width in-
creases ~0.2–0.3° latitude per °K warming. These 
results are corroborated by a series of studies of 
Hadley Cell width in modern and future global 
warming context  that  indicate similar sensitivities 
(Fu et al., 2006; Lu et al., 2007; Seager et  al., 
2007). For the Eocene, this would imply that  the 
mean Hadley Cell margin was 2–3° poleward of 
its present  position, with associated shifts in 
evaporation and precipitation zones and wind pat-
terns expected accordingly. 
 Some results from studying modern global 
warming do not seem to be robust, and it is possi-
ble that  studying the Eocene may provide unique 
insights given the magnitude of the forcing and 
the response. Theory, observations, and modeling 
indicate that  future atmospheric specific humidity 
will increase at  a rate of ~7% per °K of surface 
warming because of the exponential dependence 
of saturation vapor pressure on temperature 
(Soden et al., 2005). On the other hand, global 
precipitation rates have been proposed to increase 
at  a much lower rate (~3% per °K) based on theo-
retical energy balance constraints and modeling 
results (Allen and Ingram, 2002; Trenberth et al., 
2003). Despite the power and simplicity of these 
arguments the modern reality (as measured by 
satellites) indicates that  the global precipitation 
sensitivity to warming is ~6% per °K of warming, 
or nearly identical to the expectation based on the 
Clausius-Clapeyron relation (Wentz et al., 2007). 
These results have been corroborated by analyses 
by Allan and Soden (2007) and Yu and Weller 
(2007). The discrepancy between theory, models 
and data for modern conditions may be directly 
relevant to the consistent  failure of models under 
Eocene conditions. Future model data compari-
sons should focus on changes in precipitation as 
well as temperature.

Oceanic heat transport 
 One of paleoceanographic modeling’s grandest  
challenges is to evaluate the validity of the hy-
pothesis that  changes in ocean heat transport 
(OHT) have occurred. So far, the jury is still very 
much out. A common misconception in paleo-
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ceanography is that evidence from proxies for 
warm sea-surface temperatures at  high latitudes is 
unequivocal evidence for increased OHT, or more 
generally, that knowledge of ocean temperatures 
provides much information about OHT. It  is al-
ways possible that  ocean temperatures are warm 
because little heat  is lost to the atmosphere. Yet, 
given the physical constraints on the atmosphere’s 
ability to transport more heat under equable con-
ditions, other mechanisms, including ocean heat 
transfer in the form of low-latitude halothermal 
circulation, were hypothesized. Justifications for 
enhanced ocean heat transport  reach back to 
Chamberlin (1906), who called on the production 
of high-salinity waters sourced from highly 
evaporative, low-latitude regions during warm 
periods in Earth history. 
 Arguments regarding the source of deep waters 
and the direction of transport are now considered 
misguided. What  matters for ocean heat  transport 
is the amount of cooling and the vigor of ocean 
circulation. Considered by itself, it makes no dif-
ference where or at  what temperature deep water 
forms; it is the temperature transformations along 
the circulation path that  matter for OHT. If warm, 
salty, deep water with a temperature of 18°C 
forms in the tropics/subtropics and flows to the 
poles where it  is maintained at this temperature, 
no heat is transported, regardless of the fact  that 
the polar waters are quite warm. Weak tempera-
ture gradients lead to weak ocean heat  transport 
regardless of its source (Huber et  al., 2003). The 
production of warm saline bottom waters does not 
explain weak temperature gradient  climates be-
cause ocean transport heat requires cooling 
somewhere at the surface. 
 A family of related problems that  proxy inter-
pretations have in providing insights into ocean 
heat transport explanations of greenhouse cli-
mates is one pathological case we can call the 
‘covered hot-tub paradox.’ In an ocean covered 
with an insulating, opaque, and waterproof ‘lid,’ 
like the cover on a hot-tub, no heat is transported 
by the ocean because no heat  is lost or gained 
through the surface, regardless of the details of 
the internal temperature and velocity distribution. 
In a more realistic example, imagine an atmos-
phere so thick with greenhouse gases that high-
latitude outgoing longwave radiation is much di-
minished from modern values, in which case the 
atmosphere draws less heat from the ocean. In this 
extreme case, assume that  the ocean currents 
transport warm, equatorial water all the way to the 
pole. Nevertheless, because of the strong green-

house effect, no heat  is lost from the ocean to be 
radiated by the atmosphere to space. In this ideal-
ized case, the ocean surface temperatures are as 
warm at  the poles as in low latitudes and might be 
interpreted as an extreme example of increased 
OHT, when, in fact, the ocean has transported no 
heat. This is not merely a straw man argument, it 
is a very real hypothesis for past high-latitude 
warmth, i.e., that the ocean is warm at  high lati-
tudes because very little heat  is lost  in winter due 
to a strong greenhouse effect (Huber and Cabal-
lero, 2011; Lunt et al., 2012).
 Thus, paleoenvironmental proxies must pro-
vide quantitative estimates of two quantities, tem-
perature and velocity structure, to complete an 
estimate of OHT. Without  a substantial improve-
ment in our understanding of the velocity struc-
ture of the upper several kilometers of the ocean 
in the deep past, there is little that can be deter-
mined about OHT from existing proxy records 
that mostly constrain temperature. The relevant 
quantity is not  where deep water formed, but how 
much circulation occurred. The rate at which heat 
is transported by circulation is a function of the 
velocities, diffusion, and temperature gradients, 
and analogous balances obtain for the transport  of 
all tracers. Just as there are weak data-based con-
straints on ocean velocity, there are weak con-
straints on its integral properties, such as the me-
ridional overturning circulation (MOC). One 
commonly applied constraint  is the calculation of 
vertical and spatial gradients of δ13C, which is an 
isotopic tracer related to nutrient  distribution and 
the carbon cycle (e.g., Corfield and Norris, 1996). 
Where sufficient  δ13C gradients exist, the location 
of regions of deep-water formation can be ascer-
tained and bulk flow patterns may be estimated, 
although typically in much of the Eocene, these 
gradients are weak so establishing patterns is 
challenging. The use of other water-mass tracers, 
such as neodymium (e.g., Thomas, 2004), is a 
recent  innovation that may add significant detail 
to the picture that has developed from δ13C tracer 
distributions. In the Plio-Pliestocene, such hurdles 
have been partially overcome (e.g. Ravelo and 
Andresen, 2000) in large part  due to the greater 
coverage afforded by working in more recent, 
observation-rich times. More geographic coverage 
and additional circulation proxies will be required 
to improve the situation in the Paleogene. Recon-
structions of biogeographic, carbon-isotopic, ben-
thic oxygenation, or trace-element patterns can 
help to unravel these difficult issues, and often 
can establish at least the directions of ocean cur-
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rents (see Carter et  al., 1996; McGowran et al., 
1997; Huber et  al., 2004; Thomas, 2004), but the 
magnitude of circulation is usually subject to very 
substantial uncertainty. 
 Horizontal and vertical velocities are prog-
nosed by OGCMs as well as a host  of simplified 
models, and are the quantities most directly tied to 
the well-understood and well-represented dynam-
ics of the ocean. In general, an OGCM is not nec-
essary to predict  velocities. In modern oceano-
graphic studies, the Sverdrup and Ekman relations 
provide a clear constraint  on the horizontal and 
vertical circulations produced by an OGCM 
driven explicitly by AGCM wind fields, and a 
first  approximation to the behavior of a coupled 
GCM (Danabasoglu, 1998; England et al., 1992). 
Such studies have demonstrated that theoretical 
tools can be used to unravel causal linkages be-
tween the atmosphere and ocean, even when an 
OGCM is used to model the ocean explicitly. The 
surface and upper ocean flows largely reflect  the 
driving wind fields, and consequently, shallow 
water ocean models, or even analytic calculations 
(such as the ‘island rule’ or the Sverdrup trans-
port), allow estimates of the strength, shape, and 
disposition of gyre circulations as well as the 
western boundary currents in equilibrium with 
them for a given wind field (Nof, 2000; Nof and 
Van Gorder, 2002; Huber and Nof, 2006). The 
Sverdrup transport (gyre circulations driven by 
the curl of the wind stress) corresponds to the ver-
tically averaged (barotropic) mode of the ocean 
general circulation (Pedlosky, 1996). With further 
assumptions, these calculations allow testable 
predictions to be made about  current strengths, 
circulation trajectories, and ocean heat transport 
(Huber and Sloan, 1999; Klinger and Marotzke, 
2000; Held, 2001). Such predictions may be veri-
fied with records of paleo-circulation intensity 
and direction. In the deep ocean, OGCM results 
mainly have reproduced features that were ad-
ducible from Stommel-Arons theory (see results 
in Huber et al., 2003). Such predictions may be 
verified with records of paleo-circulation intensity 
and direction.
 Unfortunately, current directions are weakly 
constrained, and current  magnitudes are among 
the most  poorly known features in deep-time pa-
leoceanography because these features are not 
strongly constrained by direct proxies, and the 
indirect  proxies are qualitative (Watkins and Ken-
nett, 1972; Carter et al., 1996; McGowran, 1997). 
Nevertheless, a substantial amount of work has 
been done in predicting paleocean current direc-

tions and testing these against  proxy interpreta-
tions. Some notable studies include those in the 
Permian (Winguth et  al., 2002), the Cretaceous 
Tethyan (Barron and Peterson, 1991; Bush and 
Philander, 1997a, b) and Turonian seaways (Slin-
gerland et al., 1996) and in the global ocean 
(Poulsen et al., 1998, 2001). In more recent  peri-
ods, attempts have been made to understand 
changes in flow direction between the Atlantic 
and Pacific, i.e. during the Miocene (Nof and Van 
Gorder, 2002; Nisancioglu et  al., 2003; Omta and 
Dijkstra, 2003), although explicit model-data 
comparison has been lacking in these studies. The 
more widespread use of sediment  and biological 
transport and dispersal models in such investiga-
tions would substantially assist  in the comparison 
to proxy records. Some first steps in that direction 
have been taken in Huber et al. (2004) and Ali and 
Huber (2009).
 Upwelling is a feature more closely tied to the 
proxy record than ocean current direction because 
it is more directly linked to an observable quantity 
(productivity and burial). Understanding how up-
welling patterns may have changed during the 
past  can provide us with clues to the nature of 
circulation changes (Munk, 1966; England et  al., 
1992; Toggweiler and Samuels, 1995; Vallis, 
2000), primary productivity shifts (Thomas, 1996; 
Thompson and Schmitz, 1997; Moore et al., 
2004), and alterations in global cycling of chemi-
cal species (Broecker and Peng, 1982) that  may 
have occurred. Upwelling predictions may be es-
pecially useful for placing constraints on water 
mass “aging” (Miller et al., 1987) and organic 
carbon burial rates (Handoh et al., 1999, Handoh, 
2003) over these time intervals. For the purely 
wind-driven component  of upwelling, an OGCM 
is not  particularly necessary; a shallow-water 
model is adequate to the task (Handoh et  al., 
1999, 2003), or, calculation of Ekman pumping 
from the wind fields produces nearly identical 
results (Huber and Sloan 1999; Sloan et  al., 1999; 
Sloan and Huber, 2000; Huber and Sloan, 2000; 
Sloan and Huber, 2001). Quantitatively tying the 
upwelling velocity to a sediment accumulation 
rate involves a deep understanding of many eco-
logical and biogeochemical processes. Currently, 
our ability to make quantitative predictions on 
productivity, burial, and the carbon cycle (Pagani 
et  al., 2011) in the past is more limited by our un-
derstanding of past biogeochemical cycles and 
paleoecology than by insights into past  physical 
oceanography.
 Rates of deep-water formation and deep-water 
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flow are not  currently predictable from proxy 
methods, which is unfortunate because these are 
the quantities that  bear directly on the critical pa-
leoceanographic questions, whereas the location 
of deep-water formation reveals little by itself 
about the ability of the circulation to transport 
heat or nutrients. Nevertheless, some physically 
justified conjectures on the evolution of ocean 
heat transport during these intervals have been 
made.
 A leading paradigm of paleoceanography is 
that the opening and closing of ocean “gateways” 
has led to significant changes in poleward heat 
transport by the ocean, thereby dramatically alter-
ing climate and driving a large part of the evolu-
tion of climate through time. A number of model-
ing studies have demonstrated that the ocean’s 
overturning circulation, heat transport, and result-
ing temperature distribution are somewhat sensi-
tive to changes in ocean gateways (Mikolajewicz 
et  al., 1993, 1997). Furthermore, there is a strong 
line of theoretical and modeling evidence that 
backs up the theory that wind-driven upwelling of 
deep water in the Southern Ocean plays a domi-
nant  role in modern ocean circulation (Toggweiler 
and Samuels, 1995; Nof, 2000), and that past 
changes in this upwelling may have been espe-
cially important  in the high latitudes (Toggweiler 
and Bjornsson, 2000) and at low latitudes (Hotin-
ski and Toggweiler, 2003). The most frequently 
cited example of gateway changes on OHT is due 
to the creation of an Antarctic Circumpolar Cur-
rent (ACC). As noted in Toggweiler and Bjorns-
son (2000), creation of the ACC leads to a cooling 
of the Southern Hemisphere and a warming of the 
Northern Hemisphere because the flows associ-
ated with the ACC ‘steal’ heat across the equator 
(Toggweiler and Lea, 2010). 
 Gateways have been hypothesized to answer 
the following question: the Antarctic continent 
had been in a polar position for tens of millions of 
years before glaciation started, so why did a con-
tinental ice sheet form in ~100,000 years during 
the Oi1? A popular theory is thermal isolation of 
the Antarctic continent, where opening of the 
Tasman Gateway and Drake Passage triggered the 
initiation of the Antarctic Circumpolar Current 
(ACC), reducing meridional heat transport to Ant-
arctica by isolation of the continent within a ring 
of cold water (Kennett et  al., 1975; Kennett, 
1977). Data on the opening of Drake Passage to 
deep flow are equivocal, because even recent  es-
timates range from middle Eocene to early Mio-
cene (a range of 20 Ma). The leading evidence for 

the ocean gateway-heat  transport  mechanism is 
the apparent synchroneity of initiation of wide-
spread glaciation and opening of an ocean gate-
way between Australia and Antarctica (the Tas-
man Gateway) near the Eocene–Oligocene 
boundary. The ‘Tasman Gateway (TG) hypothe-
sis’ suggests that the onset  of Antarctic glaciation 
and associated global cooling across the Eoce-
ne–Oligocene (E/O) transition resulted from 
thermal isolation of continental Antarctica from 
relatively warm equatorial-sourced limbs of sur-
face current  gyres via TG opening (Murphy and 
Kennett, 1986; Exon et al., 2001). The Tasman 
Gateway opened several million years before Oi1, 
which seems to make a close connection between 
Southern Ocean gateway changes and glaciation 
unsupportable (Stickley et  al., 2004). Data on mi-
crofossil distribution indicate that  there probably 
was no warm current flowing southward along 
eastern Australia because a counterclockwise gyre 
in the southern Pacific prevented warm waters 
from reaching Antarctica. Furthermore, ocean-
atmosphere climate modeling indicates that the 
change in meridional heat transport  associated 
with ACC onset  was insignificant  at  high latitudes 
(Sijp et al., 2011). That does not mean that  South-
ern Ocean gateway changes had no affect  on cli-
mate. Evidence exists that a large part of the tran-
sition of thermal structure of the Atlantic Ocean 
from its Eocene configuration to its modern con-
figuration occurred in the early Oligocene, after 
ACC development  (Katz et al., 2011). The 
oceanographic changes associated with opening 
of Drake and Tasman gateways (the ‘Drake Pas-
sage effect’) has been reproduced by climate 
model investigations of this time interval, and the 
magnitude of the change anticipated from ideal-
ized model results has been reproduced.
 Opening of Drake and Tasman gateways pro-
duces a 0.6PW decrease in southward heat trans-
port  in the southern subtropical gyre (out of a 
peak of ~1.5PW), and shifts that  heat  into the 
Northern Hemisphere. The climatic effect of this 
shift  is felt  primarily as a small temperature 
change in the subtropical oceans and a nearly neg-
ligible (< 3°C) change in the Antarctic polar 
ocean region (Huber et  al., 2003; Huber et  al., 
2004; Sijp et al., 2011; Cristini et al., 2012). Cli-
mate and glaciological modeling implies that  a 
leading role of this transition was a decrease in 
atmospheric greenhouse gas concentrations be-
cause Antarctic climate and ice sheets have been 
shown to be more sensitive to pCO2 than to other 
parameters (Deconto and Pollard, 2003; Huber 
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and Nof, 2006). Consequently, Cenozoic cooling 
of Antarctica is no longer generally accepted as 
having been primarily caused by changes in oce-
anic circulation. Instead, decreasing CO2 levels 
with subsequent processes, such as ice albedo and 
weathering feedbacks (possibly modulated by 
orbital variations), are seen as significant, long-
term climate-forcing factors. It  is likely both from 
a proxy and modeling perspective that changes in 
Earth’s orbital configuration played a role in set-
ting the exact  timing of major Antarctic ice accu-
mulation, but this area remains a subject of active 
research. 
 At the moment, it appears that  the closed 
Southern Ocean gateways of the Eocene were not 
predominately responsible for high-latitude 
warmth, but  that does not mean necessarily that 
changes in ocean heat  transport  were negligible 
contributors to Cenozoic climate deterioration. All 
ocean modeling studies have similar predictions 
with respect  to the physical oceanographic re-
sponse to gateway changes, but the surface tem-
perature response, i.e., the climatic impact of this 
change, show a wide spread. In studies in which a 
simple representation of coupling of ocean-
atmosphere exchanges have been included, open-

ing and closing of Southern Ocean gateways re-
sults in Southern Ocean surface temperature 
changes from a low value of 0.8°C (Mikolajewicz 
et  al., 1993; Cristini et al. 2012) a middle range of 
~1.5°C (Nong et al., 2000) to a high value of 
~3.5°C (Toggweiler and Bjornsson, 2000; Najjar 
et  al., 2002). The spread of values represents dif-
ferences in the treatment of the top boundary con-
dition, including sea-ice feedbacks and damping 
by the atmosphere, rather than representing an 
important  difference in the predicted ocean dy-
namics behavior. It is conceivable that  changes in 
the ocean’s nutrient distribution associated with 
gateway changes drove changes in atmospheric 
greenhouse gas concentrations (Heinze and 
Crowley, 1997; Huber and Nof, 2006; Scher and 
Martin, 2006; Pagani et al., 2011) that appear to 
have been responsible for the bulk of the EOT 
climate change.
 More generally, models that simultaneously 
predict the behavior of the atmosphere and ocean 
have only produced total meridional atmospheric 
and ocean heat transports close to modern (Huber 
and Sloan, 2001; Najjar et  al., 2002; von der 
Heydt  and Dijkstra, 2006; Sijp et  al., 2011; Win-
guth et al., 2011; Zhang et  al., 2011; Lund et al., 
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FIGURE 1.—The global annual mean terrestrial near-surface atmospheric temperature as a function of the logarithm 
of pCO2 for all simulations. The different symbols represent different modeling efforts as described in Table 2 and 
labeled on the figure. The values at log=0 are pre-Industrial control simulations carried out at ~280 ppm CO2. The 
same symbols are used in succeeding figures. Figure adapted from Lunt et al. (2012).
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2012). How much ocean heat transport is required 
to explain low gradient  climates? Climate models 
have been coupled to a ‘slab’ mixed-layer ocean 
model, which assumes that the important  ocean 
thermal inertia is in the upper 50m and that ocean 
poleward heat  transport is at  specified levels, in 
order to predict  equator-to-pole surface tempera-
ture gradients. With appropriate (Eocene or Creta-
ceous) boundary conditions, near-modern pCO2, 
and ocean heat transport  specified at near-modern 

values, an equator-to-pole temperature gradient 
(and continental winter temperatures) is very 
close to the modern result. With higher pCO2, 
tropical SSTs increase without changing meridi-
onal gradients substantially, and continental inte-
riors remain well below freezing in winter. Sub-
stantial high-latitude amplification of temperature 
response to increases in pCO2 or other forcings is 
generally obtained because of the nonlinearity 
introduced by crossing a threshold from extensive 
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FIGURE 2.—Comparison of paleogeographic information used in the simulation with independent reconstructions 
from Mueller et al. (2008) via the freely available GPLATES software and via personal communication from Paul 
Markwick. In (a), a plate tectonic reconstruction for 55 mya from GPLATES including sea floor age is shown. Ter-
restrial paleoclimate proxy localities are indicated on this map with pink circles. The modern continental boundaries 
in their 55 mya positions as reconstructed by GPLATES compared with Markwick’s paleogeography are shown in 
this panel. The topography used in CCSM3 model studies (bottom) is compared with the independently derived high 
resolution early Eocene topography of Markwick (based on Markwick (1998), top). In these figures, the paleocli-
mate proxy localities are indicated with magenta circles. The GPLATES-derived plate configuration is a reasonable 
match to the land-sea distribution developed in Sewall et al. (2000) and used in the simulations here. It should be 
noted that in some cases GPLATES-derived paleolocations must be adjusted slightly to fall on land or to be in the 
right location with respect to topography, as described further in Huber and Caballero (2011).
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sea-ice cover to little or no sea-ice cover. Proxy 
data imply that  it  was unlikely that sea ice was 
present  during the warmest of the greenhouse 
climates; therefore, this CO2 sensitivity is proba-
bly not  representative of the true past  greenhouse 
intervals. 
 With heat transport  approximately 3× modern 
in a slab ocean model and pCO2 much higher than 
modern (1-2000 ppm, depending on the model), 
some of the main characteristics of greenhouse 
climates are reproduced, but  we do not  know how 
to reach such a high heat  transport level without 
invoking feedbacks in the climate system that  tra-
ditionally have not been considered, such as those 
due to tropical cyclones (Emanuel, 2002; Sriver 
and Huber, 2007; Korty et  al., 2007; Fedorov et 
al., 2010). Well-established physical mechanisms 
(Bony et al., 2006) cannot provide for this kind of 
increase, although the idea has been explored in 
simple models (Lyle, 1997; Emanuel, 2002). Fur-
ther, there currently is no evidence from ocean 
circulation proxies for such large increases in 
ocean circulation rates (Hague et  al., in press) and 
the associated decrease in ocean residence time it 
implies. 
 It  is important  to recognize that  details matter 
when evaluating whether or not reconstructed 
temperature patterns and inferred ocean heat 
transport reflect  some sort  of paradox. For exam-
ple, there is a range of smaller-than-modern tem-
perature gradients that  may not  imply an increase 
in ocean heat  transport  over modern values. Near-
modern values of ocean heat transport  could sup-
port  an equator-to-pole surface temperature gradi-
ent of 24°C, whereas a 15°C gradient requires 
ocean heat transport roughly two to three times as 
large (Huber et al., 2003). In other words, warm 
polar temperatures of 10°C and tropical tempera-
tures of 34°C, like those observed in the early Eo-
cene, can exist in equilibrium with near-modern 
ocean transport. 

RECENT PROGRESS

 Recent paleoclimate modeling of greenhouse 
climates has been significant. Here, rather than 
summarize all of these efforts, for the sake of 
brevity and clarity, I present  work completed for 
the informal Eocene Model Intercomparison Pro-
ject. By examining the features that are robust 
across models and comparing them with the ro-
bust results from proxy data compilations, a 
deeper understanding of the ability of the current 
generation of models to reproduce greenhouse 

climates can be gained.

Eocene Model Informal Intercomparison 
Project
 Recently, an informal Eocene coupled model 
intercomparison project  was carried out (EOMIP). 
This comparison is fully described in Lunt et al. 
(2012), from which I draw here. That study pre-
sented simulations that  were published in the 
peer-reviewed literature, and carried out with 
fully dynamic atmosphere-ocean general circula-
tion models (GCMs) with primitive-equation at-
mospheres and oceans. This comparison com-
prises a total of four models: 1) HadCM3L (Lunt 
et  al., 2010), 2) ECHAM5/MPI-OM (Heinemann 
et  al., 2009), 3) CCSM3 (Hollis et  al., 2009; Liu 
et  al., 2009; Shellito et  al., 2009; Winguth et  al., 
2010, 2012; Huber and Caballero, 2011), and 4) 
GISS ModelE-R (Roberts et  al., 2009). Models 
that are most similar to those used in future cli-
mate change projection were chosen for this pro-
ject. Models with energy balance or non-
dynamical atmospheres, such as GENIE (Panchuk 
et  al., 2008) or the UVIC model (Weaver et al., 
2001; Sijp et al., 2011), or those with non-
dynamical oceans (Deconto and Pollard, 2003, 
were excluded. 
 There are two sets of CCSM3 simulations, one 
set by Winguth et  al. (2010, 2012) and another by 
Huber (Ali and Huber, 2009; Huber et  al., 2009; 
Liu et  al., 2009; Huber and Caballero, 2011). All 
the models and simulations are summarized in 
Table 2. 
 EOMIP differs from more formal model inter-
comparisons, such as those carried out  under the 
auspices of PMIP, in that the groups have carried 
out their own experimental design and simula-
tions in isolation, and the comparison is being 
carried out post-hoc, rather than being planned 
from the outset. As such, the groups have used 
different  paleogeographical boundary conditions 
and CO2 levels to simulate Eocene climates. This 
has advantages and disadvantages compared to 
the more formal approach with a single experi-
mental design. The main disadvantage is that a 
direct comparison between models is impossible 
due to even subtle differences in imposed bound-
ary conditions; the main advantage is that, in ad-
dition to uncertainties in the models themselves, 
the model ensemble also represents the uncertain-
ties in the paleoenvironmental conditions, and 
therefore more fully represents the uncertainty in 
climatic predictions for that  time period. Most of 
these studies had previously carried out  some 
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form of model-data comparison; however, the 
models have not  been formally inter-compared in 
a consistent  framework. New data now allow a 
more robust and extensive evaluation of the mod-
els. Individual simulations are described further 
below.
 Lunt  et  al. (2010) investigated the potential 
role of hydrate destabilization as a mechanism for 
the Paleocene-Eocene Thermal maximum 
(PETM, 55Ma) using the HadCM3L model. They 
found a switch in modeled ocean circulation that 
occurred between 2–4× pre-industrial concentra-
tions of atmospheric CO2, which resulted in a 
non-linear warming of intermediate ocean depths. 
They hypothesized that  this could be a triggering 
mechanism for hydrate release. For the three Eo-
cene simulations carried out (2, 4, and 6×), vege-
tation was set globally to a shrub plant functional 
type. The paleogeography is proprietary, but is 
illustrated in Lunt et  al. (2010, supplementary 
information). An additional simulation at 3× CO2 
was carried out  with the same model by Tindall et 

al. (2010), which incorporated oxygen isotopes 
into the hydrological cycle. The δ18O of seawater 
from the Tindall et  al. (2010) simulation is used in 
the SST  compilation to inform the uncertainty 
range of the proxies based on measurements.
 Heinemann et  al. (2009) presented an 
ECHAM5/MPI-OM Eocene simulation and com-
pared it to a pre-industrial simulation, diagnosing 
the reasons for Eocene warmth by making use of 
a simple 1-D energy-balance model. They re-
ported a larger polar warming than many previous 
studies, which they attributed to local radiative 
forcing changes rather than modified poleward 
heat transport. The Eocene simulation was carried 
out under 2× CO2 levels, and a globally homoge-
neous vegetation was prescribed with characteris-
tics similar to present-day woody savannas.
 Huber and Caballero (2011) presented a set  of 
Eocene CCSM3 simulations, originally published 
by Liu et  al. (2009), with the main aim of compar-
ing these with a new compilation of proxy terres-
trial temperature data. At high CO2 (16×), they 
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Name Reference Model Name and 
Reference

Atmospheric 
grid spacing
(longitude x 

latitude x 
height)

Ocean grid 
spacing

(longitude 
x latitude x 

height)

CO2 Vegetation Paleogeography

HadCM Lunt et al. 
(2010)

HadCM3L, 
Cox et al. (2001)

96x73x19 96x73x20 ×2,4,6 homogenous 
shrubland

proprietary

ECHAM Heineman 
et al. 
(2009)

ECHAM5/MPI-
OM, Roeckner et 
al. (2003)

96x48x19 142x82x40 ×2 homogenous 
woody savanna

Bice and Ma-
rotzke (2001)

CCSM_W Winguth et 
al. (2010, 
2012)

CCSM3, 
Collins et al. 
(2006); 
Yeager et al. (2006)

96x48x26 100x116x2
5

×4,8,16 adapted from 
Shellito and 
Sloan, 2006a.

Sewall et al. 
(2000)

CCSM_H Liu et al. 
(2009); 
Huber and 
Caballero 
(2011)

same 96x48x26 100x122x2
5

×2,4,8,
16

adapted from 
Sewall et al, 
2000

Sewall et al. 
(2000)

GISS Roberts et 
al. (2009)

GISS ModelE-R, 
Schmidt et al. 
(2006)

72x45x20 72x45x13 ×2 adapted from 
Sewall et al, 
2000

Bice and Ma-
rotzke (2001)

TABLE 2.—Summary of model simulations in EoMIP. Some models have irregular grids in the atmosphere and/or 
ocean, or have spectral atmospheres. The atmospheric and ocean resolutions are given in number of gridboxes, X × 
Y × Z where X is the effective number of gridboxes in the zonal, Y in the meridional, and Z in the vertical. See the 
original references for more details.
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obtained good agreement  with data from mid and 
high latitudes. Winguth et  al. (2010, 2012) carried 
out an independent set of CCSM3 simulations 
motivated by investigating the role of hydrates as 
a possible cause of the PETM. They found evi-
dence of nonlinear ocean warming and enhanced 
stratification in response to increasing atmos-
pheric CO2 concentrations, and a shift  of deep 
water formation from northern and southern 
sources to a predominately southern source.

 The CCSM3 simulations done by Huber and 
Winguth differ mainly in the treatment  of aero-
sols. In the CCSM3 simulation by Winguth, a 
high aerosol load is applied, whereas the CCSM 
simulation by Huber considers a lower-than-
present-day aerosol distribution consistent with 
the approach by Kump and Pollard (2008), possi-
bly justified by reduced ocean productivity and 
thus reduced DMS emissions. A globally reduced 
productivity is supported by the recent  study of 
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FIGURE 5.—(Upper left) A pointwise comparison of modeled annual mean terrestrial temperatures plotted from Hu-
ber’s CCSM3 simulation at 4480 ppmv CO2 against those reconstructed from terrestrial proxies are plotted, and the 
1-to-1 line is plotted in black. (Upper right) Cold-month-mean temperature from same simulations (red) and proxy 
data estimates (green) versus latitude. (bottom) A pointwise comparison of the anomaly of annual mean terrestrial 
surface temperature from the simulation (red) and proxy data estimates (green) minus the modern temperature value 
at those locations versus latitude. The zonal mean anomaly of the model case minus the modern model climatology 
is shown in gray on this figure for reference. The land-only zonal mean anomaly is also shown in black. This is 
more fully described in Huber and Caballero, 2011.
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Winguth et al. (2012). However, it  remains un-
certain to what extent intensified volcanism near 
the PETM might have increased the aerosol load 
(Storey et  al., 2007). Work by Goldner et al. 
(2012) using a fully interactive, prognostic 
framework for predicting aerosol distributions 
suggests that the aerosol assumptions made in the 
Huber CCSM3 studies are more accurate than 
those made by Winguth.
 Roberts et al. (2009) carried out  an investiga-
tion into the role of the geometry of Arctic gate-
ways in determining Eocene climate with the 
GISS ModelE-R. They found that restricting Arc-
tic gateways led to freshening of the Arctic 
Ocean, similar to data associated with the Azolla 
event  (Brinkhuis et  al., 2006). They incorporated 
oxygen isotopes into the hydrological cycle in 
their model, and used the predicted isotopic con-
centrations of seawater to more directly compare 
with proxy temperature estimates.
 To evaluate the various climate model simula-
tions, both terrestrial and marine temperature da-
tasets were used. The marine dataset was com-
piled for and described in Lunt  et al. (2012), and 
the terrestrial data are identical to those presented 
in Huber and Caballero (2011). The global mean 
temperature produced by each model and simula-
tion is shown in Figure 1. Figure 2 shows an ex-
ample of how a pointwise model comparison is 
done with an example from the Huber CCSM3 
simulations described in Huber and Caballero 

(2011). Figure 3 shows a zonal SST  model-data 
comparison for each model. Each model is capa-
ble of simulating Eocene SSTs that are within the 
uncertainty estimates of the majority of data 
points. The data points that  lie furthest  from the 
model simulations are the ACEX TEX86’ Arctic 
SST estimate (Sluijs et al., 2006), and the δ18O 
and TEX86 estimates from the southwest Pacific 
(Bijl et  al., 2009; Hollis et  al., 2009). The Arctic 
temperature reconstructions have uncertainty es-
timates such that, at  high CO2 (8–16×), the 
CCSM3 model simulations are just  within agree-
ment. At this CO2 level, these models are also 
consistent with the tropical temperature estimates. 
It  is likely that  other models could also obtain 
similarly high Arctic temperatures if they were 
run at  sufficiently high CO2 or low aerosol forc-
ing. Also, given that  some of these models (e.g., 
HadCM) have a higher climate sensitivity than 
CCSM3, this model-data consistency could be 
potentially obtained at  a lower CO2 than in 
CCSM3. 
 Figure 4 shows the terrestrial temperature 
model-data comparison for each model. Those 
models that  have been run at  high CO2 (i.e., 
CCSM3 simulations) show good agreement with 
the data across all latitudes. For example, focus-
ing on CCSM3, as shown in Figure 5 and de-
scribed further in Huber and Caballero (2011), at 
a high CO2 value (4480), it  is possible to produce 
terrestrial annual mean temperatures that  are in 

HUBER: PROGRESS IN GREENHOUSE CLIMATE MODELING

FIGURE 6.—A) Meridional sea-surface temperature gradient as a function of global mean surface temperature in ° 
K. B) Meridional surface temperature gradient over land versus ocean. Symbols and colors represent different 
models as in Figure 1. Adapted from Lunt et al. (2012).
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Key Climate 
Parameter

Proxy Important Questions

Tropical tem-
peratures

δ18O 
Mg/Ca
TEX86
MBT/CBT
Clumped Isotopes

•What are the true depth habits of planktonic foraminifera? Are 
‘mixed-layer’ dwellers calcifying below the mixed layer?
•Could proxies reflect seasonal biases due to upwelling, summer 
production? 
•Are productivity and calcification biased toward relatively cool 
conditions?
•How much do preservation and diagenesis alter the proxy sig-
nals? 
•Can we only trust foraminifera with ‘glassy’ preservation? 
•Under what conditions does Mg/Ca produce valid tempera-
tures? 
•What is the Mg/Ca of seawater as a function of time?
•Are compound specific isotope analyses also subject to altera-
tion? Seasonal biases?
•What techniques can be used to constrain the upper range of 
terrestrial temperatures?

Extratropical 
temperatures

Leaf Physiognomy

Palynofloral transfer 
functions

Sea ice diatoms
δ18O 
Mg/Ca
TEX86
MBT/CBT
Clumped Isotopes

•Is there sea ice? Sea ice introduces a fundamental nonlinearity 
into climate. When did it first form?
•Are high latitude proxies recording only the warm events or 
warm season? Is polar warmth a fiction of aliasing ‘hyperther-
mal’ events?
•What is the oxygen isotopic composition of polar sea water? Do 
hydrological cycle and ocean circulation changes alter this?

Greenhouse 
gases

Boron
Alkenones
Stomata
Nahcolite

•How accurate are existing pCO2 proxies? How can they be im-
proved? No proxy for methane or other greenhouse gases. How 
did other radiatively important constituents vary?
•Most proxies have decreasing accuracy at high CO2 values, 
how do we estimate CO2 accurately when it is high?
•The sensitivity of climate models to greenhouse gas forcing 
varies from model to model and the ‘correct’ values are an un-
known. What can we learn from forcing models with greenhouse 
gases? 
•Carbon cycle feedbacks. What caused long-term and short term 
carbon perturbations? How did climate and the carbon cycle 
feed back onto each other?

TABLE 3.—Major remaining questions and proxies that might help answer them. 

TABLE 3.—Continued.→

246



general agreement with the data everywhere and 
winter season temperatures in similar agreement, 
and to generate a reduction of the meridional 
temperature gradient in substantive agreement 
with proxies. The other models do not simulate 
such high temperatures, but, as with SST, it does 
appear that  if they had been run at  higher CO2, the 
model-data agreement would have been better. 
The HadCM model appears to be somewhat of an 
outlier in the Northern Hemisphere high latitudes, 
as it  shows less polar amplification than the other 
models, an effect also seen in SST. 
 Lunt  et al. (2012) provided a first-order esti-
mate of the CO2 level for each model that  could 
give the best  agreement with the proxy estimates. 
For HadCM, CCSM3 (Huber), and CCSM3 
(Winguth), using SST, this is 2100 ppmv, 4100 
ppmv, and 5400 ppmv, respectively, and using 
terrestrial annual mean temperature, this is 2800 
ppmv, 4500 ppmv, and 6300 ppmv, respectively. 
These estimates come with many caveats; how-
ever, they do indicate the magnitude of the range 
of CO2 values that  could be considered consistent 
with model results. These values are significantly 
higher than those presented for this time period in 
the compilation of Beerling and Royer (2011). 
This implies that this generation of models may 
still be too insensitive to radiative forcing, or that 
missing radiative feedbacks still need to be in-
cluded as boundary conditions in the models.
 Several conclusions and implications were 
made in the Lunt et al. (2012) comparison project. 
The model results show a large spread in global 
mean temperatures, for example a 9°C range in 
surface air temperature under a single CO2 value, 

and are characterized by warming preferentially 
in different  regions. This highlights the impor-
tance of the inherent spread of values of climate 
sensitivity of the models and their different de-
grees of polar amplification. The models that  have 
been run at  sufficiently high CO2 show very good 
agreement  with the terrestrial data. No models 
show evidence for tropical thermostats nor sup-
port  for a low value of climate sensitivity, i.e. S 
<1 seems ruled out  by the model-data compari-
son, and even S  <2 also seems incompatible given 
that it  would require unexplainable amounts of 
CO2 to match proxy temperatures. It is also in-
t r iguing that several models (CCSM3, 
HADCM3L, ECHAM5) seem to have higher pa-
leoclimate sensitivity values or sensitivity values 
that increase with increasing global mean tem-
perature (Figure 1), in seeming agreement with 
proxy implications.
 The changes in meridional temperature gradi-
ent that  bear on the weak gradient problem are 
summarized in Figure 6, which shows the surface 
temperature difference between the low latitudes 
(< 30°) and the high latitudes (> 60°) as a function 
of global mean temperature (Figure 6A) and how 
this is partitioned between land and ocean warm-
ing (Figure 6B). All of the Eocene simulations 
have a reduced meridional surface temperature 
gradient compared with the pre-industrial, and the 
gradient reduces further as CO2 increases, i.e., 
polar amplification increases (Figure 6A). How-
ever, there is a high degree of inter-model vari-
ability in the absolute Eocene gradient, with 
HadCM appearing to be an outlier with a rela-
tively high Eocene gradient. There is some indica-
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Key Climate-
Parameter

Proxy Important Questions

Tropical tem-
peratures

δ18O 
Mg/Ca
TEX86
MBT/CBT
Clumped Iso-
topes

•What are the true depth habits of planktonic foraminifera? Are 
‘mixed-layer’ dwellers calcifying below the mixed layer?
•Could proxies reflect seasonal biases due to upwelling, summer pro-
duction? 
•Are productivity and calcification biased toward relatively cool condi-
tions?
•How much do preservation and diagenesis alter the proxy signals? 
•Can we only trust foraminifera with ‘glassy’ preservation? 
•Under what conditions does Mg/Ca produce valid temperatures? 
•What is the Mg/Ca of seawater as a function of time?
•Are compound specific isotope analyses also subject to alteration? 
Seasonal biases?
•What techniques can be used to constrain the upper range of terrestrial 
temperatures?
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tion that  the models are asymptoting towards a 
minimum gradient  of about 20°C. This is in 
agreement  with the previous work of Huber et al. 
(2003) that implied that  meridional temperature 
gradients of the order 20°C were physically realis-
tic, even without large changes to meridional heat 
transport. Compared with preindustrial, the me-
ridional surface temperature gradient reduces 
more on land than over ocean (Figure 6B). For 
HadCM, this applies also to the Eocene simula-
tions as CO2 increases. However, for the CCSM3 
simulations, the meridional temperature gradient 
is reduced by a similar amount over land and 
ocean as a function of CO2, with some indication, 
at  maximum (16×) CO2, that the SST gradient 
starts reducing more over ocean than over land. 
This implies that, when considering changes rela-
tive to the modern, it is possible to have substan-
tially different temperature changes over land 
compared with over ocean at  the same latitude. 
This shows the importance of differentiating ter-
restrial and oceanic signals when considering the 
consistency between different proxy data and be-
tween data and models.
 Some of the differences between the model 
results can be attributed to differences in the ex-
perimental design. In particular, some models ap-
ply a very generic Eocene vegetation, which is not 
particularly realistic. A slightly more coordinated 
study could provide guidelines for ways to better 
represent Eocene vegetation (e.g., using palyno-
logical data or dynamic vegetation models where 
available). This would provide an ensemble of 
model results that better represent  the true uncer-
tainty in the model simulations. Other inconsis-
tencies between model simulations should not 
necessarily be eliminated. For example, different 
models using different paleogeographical recon-
structions may be more representative of the true 
spread of model results than if all groups used a 
single paleogeography.
 On the data side, better understanding of the 
temperature proxies and their associated uncer-
tainties—in particular, seasonal effects—is a clear 
goal for future work, as is greater geographical 
and finer temporal coverage. Perhaps most crucial 
of all, better CO2 constraints from proxies would 
be of huge benefit to model-data comparison ex-
ercises such as this. Recently, much work is being 
undertaken in this area, but this should be intensi-
fied wherever possible. Note that  at  high CO2, due 
to the logarithmic nature of the CO2 forcing, prox-
ies that  may have relatively coarse precision at 
low CO2 can actually provide very strong con-

straints on the CO2 forcing itself. Such constraints 
on CO2, combined with proxy temperature recon-
structions with well defined uncertainty ranges, 
could provide a strong constraint on model simu-
lations, providing quantitative metrics for assess-
ing model performance, and could ultimately pro-
vide relative weightings for model simulations of 
future climates.

OUTLOOK

 Significant progress has been made toward 
demonstrating that, with the right  forcing, and 
with improved proxy data, it  is possible to bring 
the models and proxies for past  greenhouse cli-
mates into reasonably close agreement on some of 
the fundamental climate parameters such as 
global mean temperature, winter season terrestrial 
temperature, and meridional temperature gradient. 
This leaves much exciting work to be done.
 New modeling tools enable the community to 
tackle a new generation of paleoclimate and pa-
leoenvironmental questions, such as changes in 
the hydrological cycle (White et al., 2001; 
Poulsen et  al., 2007; Speelman et al., 2010; Tin-
dall et  al., 2010; Clementz and Sewall, 2011; 
Bowen, 2011) and monsoons (Fricke et  al., 2009; 
Herold et  al., 2011a; Huber and Goldner, 2012) in 
past  greenhouse climates. We are also now in a 
position to explore other interesting areas such as: 
fundamental transitions in atmospheric (Brielerly 
et  al., 2009; Caballero and Huber, 2009) or oce-
anic (von der Heydt  and Dijkstra, 2008; Hague et 
al., in press;) circulation modes; alterations in ma-
jor modes of climate variability (Garric and Hu-
ber, 2003; Huber and Caballero, 2003; Lyle et  al., 
2008; Galeotti et  al., 2010a; Lenz et al., 2010); 
and a wealth of interactions between atmospheric 
(Lamarque et  al., 2006, 2007; Kump and Pollard, 
2008; Beerling et  al. 2009), terrestrial (Pound et 
al., 2011; Herold et al., 2011a; Deconto et al., 
2012; Zhou et  al., 2012) and oceanic biogeo-
chemical cycles (Pagani et al., 2011; Winguth et 
al., 2011). The role of ice and sea-level changes 
through greenhouse climates is an area of particu-
lar interest  (DeConto et al., 2008; De Boer et al., 
2010; Lunt  et al., 2010; Gasson et  al., 2012). Con-
sequently, areas on the cutting edge of greenhouse 
paleoclimate modeling currently include the addi-
tion of interactive isotopes, biogeochemistry, 
vegetation, and ice sheets into paleoclimate mod-
els, and, of course, the search for new, interesting 
lessons about climate dynamics that can be 
learned from studying the past.
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 New proxy records are necessary to drive this 
endeavor forward. Some areas of particular note 
are shown in Table 3, which aims to summarize 
some of the major remaining questions and the 
proxies that might assist in answering them. 
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