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ABSTRACT

Kumar, Sanjiv. Ph.D., Purdue University, May 20ldnd Use Land Cover Change and
Atmospheric Feedback: Impact on Regional Water Ress. Major Professor: Venkatesh M.
Merwade

Land Use and Land Cover (LULC) change, such asersion of natural vegetation into
agricultural land and urbanization, is a major glathange phenomenon. Between 1700 and
2000, the global extent of natural vegetation reasehsed by 45%, and agricultural land area has
increased five fold. LULC change impacts hydrolbgychanging regional climate (temperature
and precipitation) and land surface hydrologic cesgs (evapotranspiration, runoff, and ground
water recharge). Evapotranspiration (ET) is a mpgdhway through which the land surface
interacts with the atmosphere, and it is a majonmanent (60-65% of total precipitation) of the
global hydrologic cycle. The three objectives aé thtudy are to: (1) investigate impacts of
regional scale LULC change on the regional hydnoatblogy, and compare impacts of LULC
change with impacts of climate change arising fedevated green house gas emissions, (2)
evaluate uncertainties in reanalysis and climatdahBT outputs using AmeriFlux observations
and a basin scale water and energy balance stagigé$3) quantify contributions of major

driving forces for LULC change in the United States

Large scale drainage of wetlands was carried otitédatter half of the f9century and early

half of the 28 century to bring swamp/marshy land of the Midwesténited States (pre-
settlement landscape) into intensive agriculturatipction (Corn Belt of USA). Impacts of
wetland drainage (LULC change) on hydroclimatologyhe Midwestern United States are
compared with impacts of climate change using gleslland-atmosphere global climate model
(CCSM3). The wetland drainage data are obtained fdoited States Census reports. Results
from this study suggest that impacts of wetlandndige can be of comparable magnitude to

impacts of climate change attributed to greenhgassemissions.



XV

The Community Land Model (CLM) and North Americaag®nal Reanalysis (NARR) outputs
are evaluated using AmeriFlux observations, PRIS&tipitation and temperature data, and
USGS streamflow observations in the MississippieRBasin. Based on averages over 11
AmeriFlux sites, NARR shows higher biases (59%Thcompared to CLM (11%). Issues
related to point scale observations versus climatdel grid cell outputs, and model

parametrization differences between CLM and NAR&aso investigated in this study.

The land-cover change history of the United Stet@svestigated to determine major
driving/governing forces. County level cropland graghulation data from 1850 to 2000 (per
decade), and high resolution topography, climatd,@ophysical suitability data are used.
Results from this study suggest that the spatsfidution of cropland was governed by
population distribution during the @entury, and biophysical suitability (for croplarmtliring

the 20" century. The major influence of biophysical suiliibis expected to continue in the near
future landscape of the United States.



CHAPTER1. INTRODUCTION

1.1 Background and Motivation

Land Use Land Cover (LULC) change is an importdr@rmpmenon that has occurred globally
over the past several centuries. Between 1700 @®d, 2he global extent of natural vegetation
has decreased by 45%, and agricultural land are&abeeased five fold (Pongratz et al., 2008,
Scanlon et al., 2007). The different forms of LUtkange, such as deforestation, agricultural
intensification, urbanization, and reforestationtawue to take place in different parts of the
world (Lambin et al., 2001; Mustard et al., 2004)LC change is a regionally significant
phenomenon on decade to century time scales, anat# and intensity of LULC change have
changed with time and also from one region to aothor example, a majority of forested land-
cover in the Northeastern United States was coetted agricultural land-cover during theé™ 8
and 19 centuries (Williams, 1989); whereas, major LULGsbe in the Midwestern United
States took place between 1850 and 1950 (Whitr#4)1

The LULC change impacts hydrology through: (1) demin land surface hydrologic response
characteristics such as infiltration, runoff, amd@otranspiration, and (2) changes in regional
climate (Bonan, 1997, 1999; Pielke, 2005). The eosion of natural vegetation into agricultural
land decreases evapotranspiration, and hence seséa@sh water availability (Gordon et al.,
2003). Urbanization increases surface runoff amiedeses groundwater recharge (Yang et al.,
2009). LULC change also affects surface radiatiwth@nergy budgets through changes in surface
albedo (ratio of reflected to incident solar raidia}, Bowen ratio (ratio of sensible to latent heat
flux) and roughness height (Bonan, 1999). The serénergy fluxes (sensible and latent heat) are

major determinants of local and regional climater{&n, 2008, p. 192-203).

Evapotranspiration (ET) is a major pathway throudiich the land surface interacts with the
atmosphere, and it is the major component of tbbaijlhydrologic cycle (60-65% of total

precipitation, Postel et al., 1996). The energywater fluxes within a hydrologic



boundary/basin are linked through ET. Despite tipgartance of ET, relatively few reliable
observations of ET are available compared to ruidfé availability of tower flux data from
FLUXNET sites in the recent decades has provideevaopportunity to improve our

understanding of land surface and atmosphericaatien (Baldocchi et al., 2001).

A number of studies have found significant impaftsULC changes on regional climate

(Bonan, 1997, 1999; Li and Molders 2008; Findeklet2009). At the global scale, the opposing
signs of regional hydroclimatic changes tend tdifyudach other (e.g. making some regions
cooler and other regions warmer), making their glaverage impact less significant (Feddema
et al. 2005). In addition to climate change impgitts LULC change is an important forcing for
regional scale hydroclimatic features (Pielke gt2002; Pielke and Niyogi, 2010; Soloman et
al., 2007). Impacts of climate change and LULC gjgaon water resources, as a two way forcing
has not been investigated to the same degree asayr®rcing. In most cases, climate forcing
has been changed and land-cover was kept con&asiaf et al., 2006; Krysanova et al., 2005;
Mimikou et al., 2000; Milly et al., 2005), and inree cases land-cover was changed and climate

forcing was kept constant (Hurkmans et al.,2009).

Future projections of LULC changes are highly utaiar(CIMP 5). A detailed analysis of
historical LULC change drivers (socio-economic warbiophysical drivers), and LULC change
trajectory will be helpful for improved modeling faifture LULC change scenarios. The
environmental change history of the United Stateelatively new (1600 to present), and well
documented (Whiteny, 1994; Williams, 1989). A laggmgraphic area of the conterminous
United States (8.08 million Kihwith variable topography, soil, and climate cluéesistics (84
level-Ill ecoregions, Omernik, 1987), and the aafaility of high resolution cropland and
population data from 1850 to present offer an oty to explore contributions of LULC

change drivers in the United States.

1.2 Research Objectives

An interdisciplinary approach is pursued in thedgtby combining hydrology, atmospheric
science, and land use science. The overarchingoftlak study is to quantify impacts of LULC
change and climate change on water resourcesiaheg¢gcale, and to identify major sources of

uncertainty in regional water resource predictidite historical information archived in the form



of socio-economic data (e.g. census reports) altigpresent day state-of-art physical modeling

and analysis tools are used to develop a betterfigative understanding of long term (past one

and half century) hydrologic landscape in the Whi&tates. Three major topics pursued in this

dissertation are:

(1)

(2)

3)

The Midwest Drainage Experiment: The Midwestern United States (MW-USA) was
extensively drained during the second half of t8& dentury and the first half of the 20
century to bring swamp and marshy land into agical production (The Corn Belt). The
main objectives of this study are: (i) to investegampacts of wetland drainage on the
hydroclimatology of MW USA using a coupled landfage and atmospheric model, and (ii)
to compare impacts of wetland drainage with impattdimate change due to
industrialization (increase in green house gaseatnation). It is hypothesized that impacts

of wetland drainage can be of comparable magnitnéd®@pacts of climate change.

The Water and Energy Budget Study:Studies involving both water and energy budget
within a hydrologic basin (basins approach) proviggghts into the closure of water and
energy balance equations, and hence can leadtér behceptualization of the hydrologic
system at the basin scale. The energy flux datat(goale) along with the basin approach
provide the means to identify uncertainties inrgnalysis and climate model outputs. This
study is focused on evaluation of North AmericagiBeal Reanalysis (NARR), and
Community Land Model (CLM) outputs for surface weaded energy budgets in the
Mississippi River Basin (MRB). The issue of poinake observations versus climate model
grid cell outputs, and model parametrization défere between NARR and CLM are also

addressed in the study.

The Land Cover Change History in the United StatesThe United States has undergone
major LULC change over the past 2-3 centuries. dd@mented history of LULC change
(1850 to present) has been analyzed along withhlggipal and socio-economic drivers of
LULC change. This study is focused on quantifyingliC change drivers and studying
LULC change trajectory in various ecoregions ofthited States. Results from this study
are expected to provide a basis for designing amyn LULC change model for the United

States as well as other parts of the world.



1.3 Organization of this Dissertation

This dissertation is organized as follows. Chap2eis 4 describe the three major topics of this
dissertation in a self contained manner, i.e. ehelpter has introduction, data and methods,
results, discussion, and conclusion sections. Ansaiy of findings is also presented at the end of
each chapter. A synthesis study is presented ipt€h&.



CHAPTER2. THE MIDWEST DRAINGE EXPERIMENT

2.1 Introduction

The Midwestern United States (MW USA) is compriséeight states (lllinois, Indiana, lowa,
Michigan, Minnesota, Missouri, Ohio, and Wiscongioyering a total land area of 1.18 million
km” (15% of the conterminous United States). MW US/ wat the land of first choice for early
settlers in the region (Whitney, 1994, pp. 271-2Prgsence of extensive swamp and marshes,
and poor drainage network in the region (due tciglaleposits) delayed the settlement until the
latter half of the 19 century (Meyer, 1935). Organizational and finahsigport by the
government combined with technological advancesreduarge scale drainage projects in the
region in the latter half of the Yentury and the early half of the™6entury (Whitney, 1994, p.
274), which led to the development of the U.S. (Bett (comprising of Illinois, Indiana, lowa
and Ohio [McCorvie and Lant, 1993]). Approximat@§% of the total land area was artificially
drained between 1870 and 1960 (Bureau of the ceh988, 1952, 1961). Today, MW USA is
an agriculturally dominated region (~60% of lan@eis agricultural type), and contributes most
nutrient loading to the Mississippi River, and byja in the Gulf of Mexico (Goolsby and
Battaglin, 2001). Large scale drainage activitimsied out in the Corn Belt have resulted in loss

of more than 85% of its original wetlands (Dhal9Q%

Wetlands regulate water quality and streamflow (v, 1979), provide flood control, support
biodiversity (Jenkins et al., 2003), and act ab@arsink and nutrient reservoirs. Wetlands serve
as a settling area for sediment and nutrients tneasing runoff residence time, hence decreasing
the nutrient load to the streams (Jones et al§19gricultural drainage of MW USA wetlands
has changed the carbon balance of the region fewboo sink to carbon source (Armentano and
Menges, 1986). Wetlands also play a major roldimatic feedback mechanism. Wetlands
interact with the atmosphere by changing two bkasid surface characteristics: surface albedo
(ratio of reflected and incident solar radiatioras)gd Bowen ratio (ratio of sensible and latent

heat). Saturated soil condition (darker in colar)ie upper layer in wetland allows more sun



light (or short wave radiations) to be absorbedhayland surface compared to bare soil condition
(Fig. 2.1), thus reducing the surface albedo. Sirlyi] presence of water on the surface/ upper
soil layer makes more water available for evapapaation (ET), thus increasing the latent heat
flux, and decreasing the Bowen Ratio. A numbettadies have suggested strong coupling
between upper layer soil moisture and precipitafii@uback [Eltahir, 1998; Findell and Eltahir,
1997; Schar et al., 1999; Koster et al., 2004; giet al., 1996] (see Section 2.2 for detall) ia th
present climatic condition. However, no study hesrbconducted to investigate hydro-climatic
changes in MW USA due to large scale agriculturairsige carried out in the early part of the
20" century.

Incident SR Reflected SR Incident SR Reflected SR

AN\ //

(a) (b)
Fig. 2.1: Solar radiation (SR) interaction with: (a) baod,sand (b) saturated upper soil layer
(wetland condition)

In addition to greenhouse gas emission, LULC (Lded and Land Cover) change is another
major forcing affecting regional climate (Fedderhale 2005; Pielke, 2005). Climatic feedback
of vegetation change (forest to agricultural lana$ been analyzed in the past (Bonan, 1997,
1999), but the effect of wetland drainage in MW UIsas not been included in any multi-year
climatic feedback simulation study. This study atméill this gap (investigation of the effect of
wetland drainage on MW USA hydro-climatology) byngs high resolution (T85 horizontal gird
mesh) community climate system model to test tHeviing two hypotheses (1) large scale
artificial drainage has significantly changed thergy and water fluxes in MW USA, thus
affecting the hydro-climatology (precipitation atgnperature) in the region; and (2) the impact
of past LULC change on MW USA hydro-climatologycismparable or even greater than the

impact of impact of greenhouse gas emission bdgadte change in the region. These



hypotheses are tested by designing four contreeditivity experiments to investigate the effect

of changes in CO2 concentrations and land use onWBA hydro-climatology.

2.2 Related Work

Extensive literature is available on soil moistarel precipitation feedback mechanisms. While
the majority of these studies suggest positiversoilsture and precipitation feedback mechanism
(Eltahir, 1998; Schar et al., 1999), some studiss suggest negative soil moisture and
precipitation feedback mechanism (Giorgi et al9@)9 Effect of LULC has been found to be
more pronounced in summer than winter (Li and Madd2008). This section summarizes the

findings from related work in the literature.

2.2.1 Soil Moisture and Precipitation Feedback

By using the observations from FIFE (First ILSCRt¢rnational Land Surface Climatology
Project] Field Experiment) experiment (15 X 15 klotize), Eltahir (1998) showed that under
wet soil conditions, net radiation (short wave rgavave) at the surface increases to cause an
increase in: (a) the total heat flux (sensibleten) from the surface into the atmosphere, and (b)
moist static energy supply to the planetary bountigrer (PBL), thus suggesting a positive soil
moisture and precipitation feedback mechanism.léxrger scale observational study, Findell and
Eltahir (1997) analyzed 14 years of soil moistfi®mm 19 observation sites) and rainfall data
from lllinois, and found significant positive colagon between late spring/early summer soll

saturation conditions and rainfall during the summenths.

Schar et al. (1999) analyzed the sensitivity of siemime European precipitation to initial soil
moisture condition using a regional climate modealrbpa-Model developed by German Weather
Service). Their results suggested a strong couplatgyeen initial soil moisture condition and
summertime precipitation. However, majority of theplus precipitation was not due to
increased evapotranspiration in the region (F2aR.but was caused by water vapor of advective
origin that precipitated in the region due to irxmed precipitation efficiency under wet soll

condition. Increased precipitation efficiency isedo lower rise of PBL under wet soil condition



(Figs. 2.2b and 2.2c). Findell and Eltahir (2008¢diatmospheric sounding data from Central
lllinois and found that there is higher probabilitiyconvection triggering (precipitation likely)

under wet soil condition compared to dry soil coiodi.
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Fig. 22: (a) Recycling precipitation mechanism (increaseajpotranspiration contributed to
enhanced precipitation in the region); (b) Day tiewelution of Planetary Boundary
layer (PBL) in dry soil condition; and (c) Day tiregolution of PBL in saturated upper
horizon. ML — Mixed Layer, EZ — Entrainment Zoné\ + Free Atmosphere, SBL —
Stable Boundary Layer, RL — Residual Layer, Cl p@ag Inversion, Z - Height

Recycling ratio is defined as the contributionaddl ET to total precipitation in the region (Fig.
2a). Using NARR (North American Regional Reanalydasta, Dominguez and Kumar (2008)
found that recycling ratio is negatively correlategrecipitation in the eastern part of MW USA
(humid region), and moisture of advective origithis largest contributor to precipitation in the
region. Findings of Dominguez and Kumar (2008)amesistent with findings of Schar et al.
(1999), who also concluded that increased ET ungéisoil condition does not contribute

directly to increased precipitation.

Giorgi et al. (1996) proposed negative soil moestamnd precipitation feedback mechanism (dry
condition> increase in sensible heat fléxincrease in Buoyaney sustained convection) in the
western part of MW USA (water limited upper Misggs River basin). However, their findings
are based on regional climate modeling experin@niwo extreme cases including 1988
summer drought (La Nina event) and 1993 summedf(&b Nino event), where large scale
atmospheric conditions dominate the hydro-climagglim the region. Findell and Eltahir (2003)

differentiated the precipitation events dominatgddsge scale atmospheric conditions with



precipitation events dominated by land surface ttimmg in the region, and found that there are
higher chances of precipitation under wet soil étmas compared to dry soil conditions in the

latter case (precipitation events dominated by Burfhce conditions).

2.2.2 LULC change and Climate change

The term climate change in this study refers tegit@gouse gas emission based climate change,
i.e., global warming due to an increase in CO2 eatration in the atmosphere. Studying the
impact of climate and LULC changes on hydro-clinagy are active areas of research. LULC
change is found to have significant impact on regi@limate, but at global scale, increase in
precipitation or temperature in one region is cittby decreases in other regions (Feddema et
al. 2005). Li and Molders (2008) used the fullypled CCSM (version 2.0.1) to study the
impact of doubled CO2 and regional LULC changeemianal and global water cycle. Impact of
LULC change (very small fraction at global scalgswargely confined to the region of
disturbances, and global impact of doubling COZ2ited in a slower water cycle (water stayed
longer in the atmosphere). Numerical simulatiorsasdd that large scale (~100%) Amazonian
deforestation can result in significant reductiosummer time precipitation in Amazon as well
as the surrounding area (Werth and Avissar 200@)aB (1999) investigated the impact of
deforestation in the United States using CCM3 (Caomity Climate Model), and found that the
conversion of forest into cropland in the Easter8.Uas decreased the mean annual surface

temperature by 0.6 to 19T.

Steyaert and Knox (2008) reconstructed histori¢dllC change map for the Eastern U. S., and
concluded that land surface characteristics hayréfsiantly changed since the pre-European
settlement time (~ 1600), and suggested furthexstigation of climatic feedback of changed
land surface characteristics. Strack et al. (26@&)d that the LULC change since the European
settlement in eastern U.S. has made the landceufarmer, but the precipitation is not affected
for the month of June (simulations were not pertirfor other months). Carrington et al. (2001)
investigated the impact of wetland vegetation od kholocene (~ 6000 years before present)
climate of North Africa region using CCM3, and chuuted that local recycling of water due to
wetland presence was a necessary component fotaimang the mid Holocene landscape in the

region covered with grassland along with scattéaikds and wetlands.
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Studies reviewed in this section demonstrate ttezastion between soil moisture condition and
atmospheric feedback, and the impact of LULC chamgeegional climate. This study aims to
understand these interactions due to large scaleadye activities in MW USA. In addition,

unlike most previous studies on climate changedbatot offer quantitative or qualitative
verification of their results due to future foretsashis study (which addresses the issue of past
climate and LULC changes) uses observed climatia dver the past one century and related
literature to support its conclusions. Finallystetudy investigates the combined effect of climate
and LULC change, as well as their individual cdnitions to the past hydro-climatology of MW
USA. Model validation with NARR data is also exptto provide insights on the performance
of CCSM3 for regional hydro-climatic studies.

2.3 Study Area

MW USA is a mid-latitude region extending from 3628l latitudes, and 80-8QV longitudes
(Fig. 2.7). The region is mostly surrounded byltrel area except for the Great Lakes in its
northern part, and land surface condition playsagontrole in determining regional weather and
climate (Koster et al., 2000). Major river basingtie region are Upper Mississippi River Basin
(UMRB), Ohio River Basin (ORB), and parts of Greakes Basin (GLB; Fig. 2.3a). Present
landscape in the region is dominated with agricaltarea covering 58% of region followed by
forest (26%), wetlands (8%), and urban area (3%; ZBb). Mean annual and seasonal
climatology and their spatial variability (standakeliation) based on PRISM data (Daly et al.,
1997, 1998) are presented in Table 2.1 and FigMeén annual total precipitation in the region
is 889 mm and annual average temperature iS®.5lean annual temperature shows north-
south gradient (Fig. 2.4a) and annual total préatipin shows north-west to south-east gradient
(Fig. 2.4b). Based on climatic condition, the easfart of MW USA (ORB; energy limited) is
humid, whereas the western half (UMRB; water lijteepresents the transition zone from

humid to semi-arid (Berbery et al. 2003).

Glacier deposition dominates most of the landsaap&V USA (Whitney 1994, p. 44). Most
recent glacial retreat in the region was 10 thodsaars ago (Wisconsonian glaciation;
Wikipedia 2009). Central Lowland is the major ploggsaphic province in the region (Fenneman

and Johnson 1946), which is comprised of sedimemtak with gently sloping or undulating
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topography. Glacial advance and retreat over &sé two million years has muted the
topography in most part of the region (Hudson 2@02,29). The southern and eastern
boundaries of the region are un-glaciated (foatluflthe Appalachians), and are characterized by
plateaus and hilly terrain (Hudson 2007, page 1R28g to limited time (10 thousand years) since
the last glacial retreat (on geologic time scal®st parts of the MW USA has immature
topography characterized by poorly developed dganeetwork with presence of lakes and
wetlands (Whitney 1994, page 44; Paull and Paull71®9age 78).

Legend

- Water (3%)

Jrban Area (3%)
N coest (2676}

Grassland (1%)

Cultivated Land (58%)

| ] Wetlands (8%)

(a) (®)
Fig. 2.2 (a) Study area (Midwestern United States) ancdmajer basin (gray thick line); (b)
Major land cover types in Midwestern United Statepresent. Source: NLCD 1992.
GLB: Great Lakes Basin, MORB: Missouri River BasDKIRB: Ohio River Basin,
SRRB: Sourris-Red-Rainy Basin, UMRB: Upper MispgsiRiver Basin.

Abandonment of agricultural farms in the Easterité¢hStates, rising demand for agricultural
produce in the world market, and advancement imdgg technology (tile drains) attracted
settlers to MW USA (Williams 1989, page 128; Rialgrl984). The US Congress passed the
Swamp Land Acts in 1849 and 1850 for wetland reatéon. However, no large scale drainage
activity could be carried out until massive statieivention came through. Passage of state
drainage laws and formation of drainage districtge latter half of the fcentury and early
half of the 28 century spurred large scale drainage projectserégion (Bogue 1951; Herget

1978). Once drained, MW USA wetland soils (richhie organic matter) became some of the
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most productive soils in the world (Whitney 1994237), thus transforming areas that were once

prairies and wetlands into the Corn Belt.

Table 2.1:Normal PRISM climatology for Midwestern United Stat

Variable 1971-2000
Annual average fa (°C) 14.4(3.0)
Annual average Fin (°C) 2.6(3.0)
Summer (JJA) average F, (°C) 27.5(2.1)
Winter (DJF) average fin (°C) -10.5(4.5)
Annual total Precipitation (mm) 889 (151)
Summer (JJA) total Precipitation (mm) 300 (29)

Numbers represent average and standard deviapatiglvariation, in parenthesis) for the years
1971-2000. JJA: June, July and August, DJF: Decenibauary and February.

(a) (b)

Fig. 24: Annual average normal climatology (1970-2000)tfa study area. (a) annual average
temperature ifC; (b) annual total precipitation in mm

2.4 Model Description

The Community Climate System Model Version 3.0.C8M3) is a fully coupled (atmosphere,
land, ocean, and sea ice) global model to simelatth’s past, present and future climate (Collins
et al. 2006). It has four independent physical comemts (atmosphere, land, ocean, and sea ice)
which communicate with each other through a cefitsglcoupler for exchange of fluxes
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(momentum, water, heat, and salt) and state vasaldmperature, salinity, velocity, pressure,
humidity and air density). Internal time stepsltord and atmosphere components are 10 and 20
minutes, respectively; whereas ocean and sea mopareents run at hourly time step (Collins et
al. 2006). The description of CCSM3 is availablétsj://www.ccsm.ucar.edu/models/ccsm3.0/,
and its applications including model upgrades,thitins and future challenges are described in a
series of papers (25 papers) in a special isstleeafournal of Climate (Gent 2006). High
resolution CCSM3 (T85; ~140 km horizontal grid meste) has been used for future climate
change projections (IPCC AR4), and low resolutid81; ~ 375 km horizontal grid mesh size) is
suitable for paleo-climate study requiring sevénausand years of simulation (Yeager et al.
2006). CCSM3 and its earlier version have also lusexd for regional scale climate
assessment/validation, climate change, and LUL@g@hatudies (Bonan, 1999; Bonan et al.
2002; Carrington et al. 2001; Dickinson et al., 00 and Molders, 2008).

The atmospheric component (Community Atmosphered@AM3) within CCSM3 has 26
vertical levels with pure sigma coordinates neardhrface (to avoid orographic difficulty due to
undulating terrain features; Phillips, 1957), hglsigma to pressure coordinate in intermediate
zone, and pure pressure coordinates towards tgohodel (above ~83mb; Collins et al. 2006).
In CAM3, parameterization of clouds and precipitatprocesses, radiation process and aerosols
are significantly revised compared to its earliersion CAM2 (Collins et al., 2006; Boville et al.
2006). The land component (Community Land ModelM3). within CCSM3 is integrated on

the same horizontal grid mesh size as CAM3, ant gid cell has three level tile structure to
represent the spatial heterogeneity of the lansa(Dickinson et al., 2006). Each gird cell is
divided into four major land units: glacier, lakegtlands, and vegetated cover including bare
soil. Each land unit can have snow columns foraufive layers; each vegetation unit can have up
to 4 out of 16 PFTs (Plant Functional Types), asilc®lumns are divided into 10 layers (Bonan
et al., 2002; Dickinson et al., 2006). At everydistep, CLM outputs include surface albedo,
upward long- wave radiation, sensible and lateat faxes, and surface wind stress to CAM. In
turn CAM provides incident solar radiation, incidésng-wave radiation, convective and large-
scale precipitation, lowest level temperature, zental wind components, specific humidity, and
pressure height above surface to CLM at each tiege(Zeng et al. 2002). Wetlands are
parameterized as a standing column of water (pwithout vegetation. No explicit surface
runoff, infiltration and sub-surface drainage dteveed from the wetland, and runoff from

wetlands is calculated as a residual of the wadkamze term (Oleson et al., 2004).
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2.5 Methodology

The methodology involves conducting four sensiidkperiments to investigate the effect of
climate and LULC changes in MW USA using CCSM3. Effect of climate change is
incorporated by using different CO2 concentratierels, and the change in LULC is
incorporated by using historical drainage data.d-tamm historical observations for temperature
and precipitation, and related work in the literatbave been used to verify conclusions drawn

from the model results. Key points in the methodglare elaborated below.

2.5.1 Drainage Data Reconstruction

Spatial and temporal distribution of wetland drag@&stimates are required for the CCSM3
sensitivity experiments. Drainage estimates froenWhited States Department of Commerce
Bureau of Census reports (Bureau of the Censug, 1982, 1961, 1973, 1981) are used in this
study. Bureau of the Census provides decadal tariessof state level drainage estimate from
year 1870 and county level drainage estimate frear 1920. Decadal time series of total
drainage area (Land in Drainage Enterprises) falwdist and conterminous USA is shown in

Fig. 2.5. As evident from Fig. 2.5b, MW USA remaths most drained region, with
approximately 20% of its area drained by year 18fipared to approximately 5% for the
conterminous USA during the same time period. IR0EQ new large scale drainage project
activities slowed considerably because of vari@asons including (i) most farms requiring
drainage through large scale public project hadh ey or partially drained, (ii) technological
advancements placed private drainage activity withe reach of individual farmers, and (iii)
change in governmental policy (Bureau of the Cen$878). From 1977 onwards, the federal
government stopped supporting new drainage projetis ending the era of government
supported large scale drainage projects in theedrdtates (McCorvie and Lant, 1993). Although
some wetland restoration activity has begun,migh less (0.1%) compared to massive scale
drainage activity carried out earlier (McCorvie draht 1993). Based on the present day land use
data (NLCD 1992), it is reasonable to assume tieahiassive scale of drainage projects installed
in early half of 28 century has been maintained on the landscapé,the drained area remains

in agriculture production in the Midwest regiond§i 2.3b and 2.6a).
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Fig. 25: Decadal time series of drainage extent in UnBtates and MW USA region (a)
Absolute land area (b) percentage of total land are

Fig. 2.6a shows the spatial variability in drain@gémate (expressed as % of area drained) for
year 1930. After 1930, drainage area in the Midweathed a plateau; whereas the drainage area
at the national level continued to increase abwet pace (see Fig. 2.5). Midwest region exhibits
a high degree of spatial variability in drainageirsity (Fig. 6b): Indiana is the most highly
drained state (~48% in year 1960) followed by Qhi83%), Michigan (~27%), Minnesota

(20%), lowa (19%), lllinois (15%), Missouri (~7%M Wisconsin (~2%). Spatial variability in
drainage areas in different states could be dawddability of land area requiring drainage in
individual states. For sensitivity experiment desidpe drainage estimate for 1950 is used
because it represents the maximum drainage afd&MiJSA (Fig. 2.5). The county level

drainage intensity map is first rasterized to T88 gell size (~ 140 km), and overlapped with
CCSM3 grid to assign wetland percentage to indaidpid cells in the Midwest region. Fig. 2.7a
shows the present (1990’s) wetland extent in CCSi8ace data (default data set), and Fig. 2.7b
shows the reconstructed wetland data for 1870 @ondi Average wetland representation in the
masked domain (shown in Fig. 2.7) for the presentiion is 1%, and for 1870 condition, it is
19%.

Information related to wetland loss is also avdddbom Dhal (1990), Pavelis (1987), and
Steyaert and Knox (2008). Dhal (1990) estimated ¥4tand loss in the Midwestern states
from 1780 and 1980. One of the possible reasod#fefence between Bureau of the Census
estimate (~20%) and Dhal (1990) estimate (14%)ctbalthe definition of wetlands. A farm
may require drainage to improve soil-environmerthimroot zone, and it may not come under
wetland definition (Pavelis 1987, Dideriksen etl&@78). Potential saturated soil (~ wetlands)

maps reconstructed by Steyaert and Knox (2008@rsistent with Dhal (1990). Because
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Bureau of the Census provided the most detailéchats (spatial distribution at county level)
compared to other two datasets (Dhal (1990) at &ael and Pavelis (1987) at national level),

Bureau of the Census estimate is used for sergigxperiment design.
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Fig. 26 (a): Drainage intensity map for year 1930's. (Rastapraf % of county area drained)
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Fig. 26 (b): Decadal time series of drainage extent in Midess6tates (% of land area drained)

2.5.2 Sensitivity Experiment Design and Model Runs

In this study interaction between atmosphere (CARY land surface (CLM) is modeled at T85
(~140 km) horizontal gird mesh size with default sarface temperature (SST) and sea ice
concentration at®horizontal gird mesh size (Hurrell SST climatolpgyecause the primary
focus of this study is to analyze the impact oflared drainage (LULC change) at regional scale
(MW USA only), default SST and sea ice concentratice used. This approach is consistent
with past studies by Bonan (1997; 1999) and Firetedll. (2009). In addition, SST is found to
have stronger influence in tropic and sub tropgsaes than in mid latitude where land-
atmospheric interaction plays a greater role (Kosteal. 2000). High resolution CCSM3 (T85
horizontal grid mesh) is used in this regional s@dsessment study because it has been found to
show the highest climate sensitivity (increaselobgl average mean surface temperature when
atmospheric CO2 concentration is doubled; Collired.e 2006) compared to intermediate (T42 -
horizontal grid mesh) and low resolution (T31 hontal grid mesh) CCSM results (Kiehl et al.,
2006; Kiehl and Gent 2004).

To compare the effects of wetland drainage witlegreouse gas based climate change effects for
MW USA (regional scale), the model is run for 14885 ppm) and 1870 (289 ppm) CO2
concentration levels with and without wetlandsacte case. Except for wetland change in

surface data (Fig. 2.7), and green house gas lexseahal forcing (CO2 concentration), all other

datasets (e.g., vegetation type, SST) are keptamyeld across different modeling experiments.
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Thus, a total of four control runs are designedfierstudy (i) 355 ppm CO2 for year 1990
excluding wetland (1990C), (ii) 355 ppm CO2 for @9Acluding wetland (1990W), (iii) 289

ppm CO2 for year 1870 excluding wetland (1870C3 @w) 289 ppm CO2 including wetland
(1870W). For each experiment, the model is rurRpyears including the first five years as spin-
up period. Thus, only 20 years of monthly modepatifrom each experiment is included in the

analysis.
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Fig. 2.7: Wetland representation in CCSM3 (a) present canditi year 1990 (1%) (b) Pre-
settlement condition in year 1870 (19%)

CCSM3 model runs are executed on the Purdue Tat&8%ekle Cluster through a newly
developed user friendly web portal (http://www.pugderagrid.org/ccsmportal). Any user can
take advantage of TeraGrid computing resourceuioning CCSM3 model through this portal
(Basumalik et al., 2007). Model output is processedg NCL (NCAR Command Language,
http://www.ncl.ucar.edu/) and NCO (netCDF Operatbttp://nco.sourceforge.net/).

2.5.3 Model Validation

Before analyzing the results of sensitivity expennts, the CCSM3 model results for existing
conditions (1990C) are validated against high rggsm NARR (North American Regional
Reanalysis) data. NARR provides a high frequenelydir), high resolution (32 km mesh size)
atmospheric and land surface hydrology data seah@8North American domain from 1979 to
present. The NARR dataset is developed as a nmajmoivement upon earlier National Center
for Environmental Prediction-National Center fom#ispheric Research (NCEP-NCAR) Global
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Reanalysis (GR) datasets in terms of resolutionaaedracy (Mesinger et al. 2006). NARR data
are generated by using lateral boundary conditiimm NCEP GR2 (Kanamitsu et al., 2002), the
NCEP Eta model (Mesinger 2000) and its data asaiimil system (Rogers et al., 2001), the
NOAH land surface model, and observations (e.gipitation, radiance, 10 m wind seed).
Successful assimilation of high quality detailedgpitation observation in the NARR system
provides a much improved dataset of land-atmospleeraction and land-surface hydrology
(Mesinger et al. 2006).

The NARR data are re-gridded to T85 mesh size namuthly NARR climatology for the present
time is prepared from a 20 year monthly data se8@11999) centered around 1990. Analysis is
performed for the MW domain only by applying a mwl mask to the re-gridded NARR data.
Fig. 2.8 shows the monthly climatology of the NAR&a versus CCSM3 results (1990C) for
selected variables. Annual average values and teiyariability from NARR data and all four
CCSM3 runs are presented in Table 2.2. Summemisidered from May to October (6 months),

and winter is considered from November to Aprihgénths).

Monthly climatology of incoming solar radiation (BS) at the surface is well simulated by
CCSMS3. There is a negative bias in winter (-24.Ttstiaf) and small positive bias in summer
(3.7 watts/m), thus causing an annual under estimation of 3% %watts/rf). Net short-wave
radiation is also well simulated by CCSM3, but almverestimation during the summer creates
an overall annual overestimation of 7% (10.7 wafts/There is a large overestimation of net
long-wave radiation flux during the summer monthgtoduce an annual overestimation of 27%
(16.3 watts/rf).

Sensible heat flux from CCSM3 is highly overestieth(32% or 8.7 w/A), and latent heat flux is
highly under estimated (32% or -20.9 vf)rduring the summer. NARR climatology of sensible
heat flux and latent heat flux is similar to theratology found by Berbery et al. (2003) using
NCEP’s Eta model. Berbery et al. concluded thainduthe summer (coinciding with the
vegetation growing season), increases in net fadiéhort- and long-wave) are balanced by
increases in latent heat flux with minimal or norgmase in sensible heat flux (Figs.2.8b-c).
However, CCSM3 results do not show considerablyaroéd (~ 2 times) latent heat flux
compared to sensible heat flux during the summeprdoper partitioning of net radiation into

sensible and latent heat flux may be one of thexmeasons behind other summer biases
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observed in CCSMS results (e.g. warming bias dutiegsummer, overestimation of net long-

wave radiation flux).

Table 2.2:Mean annual climatology of NARR and CCSM3 resuitsMW USA.

Variable Unit NARR 1990C 1990w 1870C 1870W
Incoming solar | watts/nf | 210.2 190.7 189.5 193.1 192.7
radiation (13.0) (13.6) (14.4) (14.6) (14.5)
Net short wave | watts/m2 | 146.4 157.1 157.4 158.8 159.2
radiation (11.2) (11.7) (12.4) (12.4) (12.6)
Net long wave | watts/nf | 60.6 76.9 72.4 77.8 73.1
radiation (8.4) (10.1) (9.6) (10.7) (9.5)
Sensible heat | watts/nf | 27.0 35.8 26.1 36.5 27.7
flux (9.4) (12.4) (10.8) (12.6) (10.7)
Latent heat flux | watts/nf | 64.8 43.9 58.4 44.1 57.9
(9.8) (12.8) (10.9) (13.1) (10.7)
2 m air °c 9.5 11.7 11.2 11.2 10.3
Temperature (2.1) (2.2) (2.2) (2.4) (2.2)
Total mm/year | 839 615 667 616 656
Precipitations (431) (356) (363) (371) (352)
Convective mm/year | 420 286 334 288 333
Precipitation (235) (176) (173) (176) (170)
Large Scale mm/year | 419 329 333 328 323
Precipitation (278) (180) (190) (195) (182)
ET mm/year 551 773 553 727
P-ET mm/year 64 -106 63 -71

Numbers in parenthesis represents average valuasrthly standard deviation. For
precipitation monthly standard deviation is mulgglby 12 to be consistent with annual total

value.
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The monthly climatology of 2 m air temperature isliveaptured by CCSM3. The 2 m air
temperature is overestimated during summer mootpsaduce an annual warming bias of 2.3
°C (Fig. 2.8f). It should be noted that observeda?ntemperature is not assimilated in the
NARR system. However, NARR produced improved prigaticof 2m air temperature compared
to GR2 data (Mesinger et al. 2006). One of the m&jocess stories of NARR is assimilation of
observed precipitation; hence NARR precipitation be treated as observed data (Mesinger et
al. 2006). Compared to NARR data, CCSM3 highly westmates summer precipitation to
produce an annual underestimation of 25% ( -206(king) 2.8g). A closer look at precipitation
data shows that convective precipitation domindtessummer precipitation. Therefore,
convective precipitation is more underestimated@43# -132 mm) compared to large scale
precipitation (22% or -91 mm). Total precipitatisrequally divided between convective and
large scale precipitation in NARR as well as in G3Sutputs (Table 2.2). Similar findings of
CSSM results compared with the observed precipitadata are also reported for central and
eastern US by Bonan et al (2002), and for the 8trence region (area surrounding Great Lakes
in USA and Canada) by Li et al. (2008).

The spatial distribution of summer precipitatioffetience shows that underestimation of
precipitation is confined mainly to the westernioagof the study domain (Upper Mississippi and
Missouri river basin); whereas overestimation @liggh small) is confined to the eastern domain
(Ohio River basin). Underestimation of large sqakecipitation (-80 mm MW summer total) is
evenly distributed across the MW domain, but cotive@recipitation (-108 mm MW summer
total) is highly underestimated in the western diométh small overestimation of convective
precipitation in the eastern domain (not showndekms that the CCSMS3 convective scheme
works fine in the energy limited (abundance of suidisture for ET) eastern domain, but it highly
underestimates precipitation in the water limitadaflability of water becomes a limiting factor
for evapotranspiration) western domain (Berbergl 2003; Dominguez and kumar, 2008). Li et
al. (2008) reports the shortcoming of convectivigesee as one of the possible reasons for

precipitation underestimation in CCSM3 results.
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2.5.4 Examination of Inter-annual Variability in Modeluxes

Validation of certain CCSM3 output variables (ermpt long wave radiation, sensible and latent
heat flux) show that CCSM3 results have signifidaiases. It can be argued that this model bias
can be handled in CCSM3 sensitivity experimentsaking the difference of model outputs. To
support this argument, and to gain more faith endtiference between two CCSM3 outputs,
CCSM3 results are examined for their ability tea@e inter-annual variability in model

energy fluxes between dry and wet years. The rddfarence in monthly climatology between
the five driest and five wettest years from 1982989 using NARR data and CCSM3 results for
the study region is presented in Table 2.3 andZF#.CCSM3 climatology is extracted from the
seven member ensemble CCSM3 2@ntury run for the study region (available attE&ystem
Grid, http://www.earthsystemgrid.org/). Table 2ragents both the annual difference in
climatology and the difference during summer moifiay to October). Seasonal data are
presented because previous studies (e.g., Kosaier 2000; Li and Molders, 2008) have found
that land surface condition in the mid-latitudeioaghas considerable effect on hydro-climatic

variables during summer months.

Table 2.3:Mean difference climatology between 5 driest andeBest years during 1980 to 1999
for NARR and CCSM3 data in MW USA.

Annual May — October
Variable Units NARR CCSM3 | NARR CCSM3
Net short wave radiationwatts/nt | 4.2 7.0 5.1 5.8
Net long wave radiation Watts/nt | 4.3 7.3 6.0 7.3
Sensible heat flux wattsint | 6.8 8.1 11.0 | 10.9
Latent heat flux watts/nf | 5.2 8.5 107 |-13.0
2 m air Temperature °C 0.20 0.79 0.30 1.57
Total precipitation mm -201 -215 -118 -119

CCSM3 values represents mean of seven member elgsemb. Summer Average is for the
month May to October.
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The results show that difference in total annuatipitation between the driest and wettest years
is almost equal for both NARR (-201mm) and CCSMA.5mm) as shown in Table 2.3. The
overall pattern as well as monthly variations instndimatic variables is comparable between
NARR data and CCSM3 ensemble runs as shown irREgThe magnitude of changes in
surface energy and radiation fluxes are of samerdaat both NARR data and CCSMS3 output.
The annual difference in surface energy and ramhdtux is higher in CCSM3 results compared
to NARR data (63% for latent heat flux). Howevesults are much better for the summer
months compared to the annual data (21% for ldteat flux during summer). These differences
could be due to difference in land surface paramaion scheme and/or may be some biases in
NARR data could also be contributing to the difres. CCSM3 shows higher sensitivity to
temperature change compared to NARR data betwegesndrwet years with both annual and
seasonal data. The overall similarity of CCSM3 atgpn capturing the inter-annual variability in
most climatic variables, particularly during sumrseasons, strengthen the argument that the
results obtained by taking the difference in CCSht&lel output can provide reasonable findings

by canceling out the model biases.

2.6 Sensitivity Experiment Results

2.6.1 LULC change versus climate change

The results of the effect of climate and land usenge are presented by subtracting the CCSM3
output for one scenario from another to neutralimeeffect of biases found in CCSM3 during
validation. It is argued that the biases obserugihd validation will apply equally to all CCSM3
results, and hence the difference between two taitpill be unbiased (Li and Molders, 2008;
also discussed in Section 2.5.4). In additiontfiermost part climatic variability is well captured
by CCSM3 results (width of shaded region in Fig8.&-g and standard deviations shown in
Table 2.2); hence, statistical significance ofdiféerence in climatology can be ascertained.
Global evolution of climate under changed land caanditions is expected to provide better
assessment (dynamically consistent) in CCSM3 exjagtis compared to a RCM (Regional

Climate Model) based study where lateral boundangdtion are taken from either
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observation/reanalysis or GCM (Global Climate Mdaeltput that are not forced with changed
landscape condition (e.g. Strack et al., 2008).

Results from CCSM3 runs are combined in 5 diffegeotps, with each group representing the
difference between two CCSM3 runs. These five gsarng: (1) 1990C-1990Veffect of wetland
drainage under 355 ppm CO2 concentrations, (2)\489870W:effect of climate change with
CO2 concentration increase from 289 to 355 pprhenpresence of wetlands, (3) 1990C-1870W
combined effect of wetland drainage and climatengka(4) 1870C-1870W: effect of wetland
drainage under 289 ppm CO2 concentrations, antiO®)C-1870C: effect of climate change
with CO2 concentration increase from 289 to 355 ppthout the presence of wetlands. For
most variables, results from Groups 1 and 4, armi@ 2 and 5 are found similar, and therefore
results from only groups 1-3 are presented in Hétgys. 2.10 -2.16 show the results from
CCSM3 runs for the effects of wetland drainage Q®4990W), climate change (1990W-
1870W), and combined climate change and wetlandaiya (1990C-1870W) in terms of
difference in monthly climatology for the Midwesbrdain. Annual average values and their
temporal variability (standard deviations) calcethfrom 20 years of monthly output data for

each CCSM3 run are presented in Table 2.2.

Net short-wave radiation is the difference betwi@enming solar radiation and reflected solar
radiation at the surface (+ve downward). As dertrated in Fig. 2.1, drainage of wetlands for
agricultural activities will increase the reflectealar radiation and decrease the net short wave
radiation, thus increasing the surface albedo. &eser in net short wave radiation due to wetland
drainage is predominant during most of the summanths (May to September); however, it is
found statistically significant only during the mbrof June (Fig. 2.10a). The effect of climate
change is the decrease in net short wave radiatienmost part of the year; however, no result is
statistically significant (Fig. 2.10b). Annual aage decrease in net short wave radiation due to
wetland drainage is 0.3 watts/ve and —ve sign during winter and summer mooémel

each other), and decrease due to climate charigé vgatts/m. Thus, the combined effect of
climate change and wetland drainage on net shart watiation is a reduction of 2.2 watt$/m
Decrease in net short wave radiations due to comdbéfifect is statistically significant during

July and August (Fig. 2.10c). The spatial distiitmutof decrease in net short wave radiation due
to combined effect during the summer months (Fig0@) follows the wetland drainage pattern
(Fig. 2.7b), with higher decrease in wetland drdioells compared to small or no change in non-

wetland drained cells.
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in (d) represents absolute difference over the seimmonths (May to October).

Net long wave radiation is the difference betwdendutgoing long wave radiation emitted by
the earth surface and the atmosphere (terresadation) and the downward long wave radiation
from the atmosphere to the earth surface (+ve upwdarmer earth surface due to wetland
drainage has increased net long wave radiatioticpkarly during the summer months, and the
results are statistically significant from July@atober (Fig. 2.11a). The effect of climate change
is a small decrease in net long wave radiationmgumost part of the year, but the results are not
statistically significant for any month (Fig. 2.)1Bnnual average increase in net long wave
radiations due to wetland drainage is 4.4 waftsivhereas annual average decrease in net long
wave radiation due to climate change is 0.7 waftsTimerefore, the combined effect is an
increase of 3.7 watts/increase in annual net long wave radiations. Myriimatology of the
combined effect follows the monthly climatologytbe effect of wetland drainage, and
statistically significant increases are found dgrine months of July to September (Fig. 2.11c).

The spatial distribution of increase in net longrer@adiation during the summer months (Fig.
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2.11d) follows the wetland drainage pattern (Figb2, with higher increase in wetland drained

cells compared to small or no change in non-wetthathed cells.
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Fig. 2.11: Difference in Net long wave radiation (watt$jrhetween CCCSM3 runs. Shaded
region in (a) — (c) represents 95% confidence lemekrtainty range calculated from
20 years of monthly data from each CCSMS3 run. 8pdistribution for each variable
in (d) represents absolute difference over the seimmonths (May to October).

Sensible heat flux has increased during most gdnteoyear due to wetland drainage, and the
results are statistically significant from April @ctober (Fig. 2.12a). There is no significant
change in sensible heat flux due to climate chgRae 2.12b), and the combined effect follows
the pattern similar to that of the wetland drainéigjg. 2.12c¢). Annual average increase in
sensible heat flux due to wetland drainage is &fsinf; whereas the annual average decrease in
sensible heat flux due to climate change is 1.6shet Therefore, the combined effect is an as
annual average increase of 8.1 wattéfimsensible heat flux. The spatial distributiorthu

increase in sensible heat flux due to combinectetfaring the summer months is shown in Fig.

2.12d, which is similar to the distribution pattérom wetland drainage as shown in Fig. 2.7b.
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Latent heat flux has decreased during most of ¢ae glue to wetland drainage, and the results are
statistically significant for April- October (Fig.13a). There is no significant change in latent
heat flux due to climate change (Fig. 2.13b), dreddombined effect follows the pattern similar
to that of wetland drainage (Fig. 2.13c). Annuarage decrease in latent heat flux due to
wetland drainage is 14.5 watt$/mvhereas the annual increase in latent heat flextd climate
change is 0.5 wattsAriTherefore, the combined effect is an annual aedecrease of 14.0
watts/nf in latent heat flux. Magnitude of annual decreéadatent heat flux is higher (14.0
watts/nf) compared to annual increase in sensible hea(8ixwatts/rf), thus compensating for
decrease in net radiation (short wave (-2.2) + bage (-3.7) = -5.9 w/A). The spatial
distribution of the decrease in latent heat flue tluthe combined effect is shown in Fig. 2.13d,
and it is similar to the distribution pattern frametland drainage (Fig. 2.7b). Ground heat flux

constitutes a minor component of surface energy #ad considering long term equilibrium
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condition, ground heat flux (which is not preseritethis study) can be taken as zero ( Berbery et
al., 2003; Dirmeyer et al., 2006).
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Fig. 2.13: Difference in latent heat flux (watts/yrbetween CCCSM3 runs. Shaded region in (a)
— (c) represents 95% confidence level uncertaigmge calculated from 20 years of
monthly data from each CCSM3 run. Spatial distidoufor each variable in (d)
represents absolute difference over the summerhadghay to October).

Two meter air temperature has increased during rmmonths due to wetland drainage, and the
results are statistically significant for July afndgust (Fig. 2.14a). Climate change has resulted in
increased winter temperature that is statisticzitipificant from January to March (Fig. 2.14b).

As a result, the combined effect is a statisticaigynificant increase in 2m air temperature during
most of the year (Fig. 2.14c). Annual average iaseein 2m air temperature due to wetland
drainage and climate change is ®®and 0.9°C, respectively. As a result, the combined effect
from wetland drainage and climate change isS°CAThe increase in 2m air temperature for
wetland drained cells is relatively higher compatieedn-drained cells in all summer (Figs. 2.14d
and 2.17a) and winter (November-April; not showmntis.
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The 1870C-1870W scenario that represents the effegétland drainage under 289 ppm CO2

concentration results in an increase in annual ézatpre (0.9C); whereas the 1990C-1870C

scenario that represents the increase in CO2 ctatien from 289 ppm to 355 ppm under no

wetland condition results in an annual increagernperature (0.8C), which is not statistically

significant for any month (not shown). Average gase in annual temperature due to wetland
drainage (0.8C, average of 1990C-1990W, and 1870C-1870W) isvedgiit to average increase
in annual temperature due to climate changeq0,7average of 1990W-1870W, and 1990C-

1870C).

Convective and large scale precipitation contrib@gually to the total precipitation in the region

(Table 2.2). Convective precipitation dominatesmtythe summer season and large scale

precipitation dominates during the winter seasat ¢hown). Convective precipitation has

decreased due to wetland drainage during the summoieths, but it is statistically significant

only for the month of July (Fig. 2.15a). Climateadlge has not resulted in any significant change
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in convective precipitation (Fig. 2.15b), and tleenbined effect follows the climatology of
wetland drainage (Fig. 2.15c). Annual total decedasconvective precipitation due to wetland
drainage is 52 mm, and annual total increase inaxiive precipitation due to climate change is
11 mm. Therefore, the total annual decrease inaxiwe precipitation due to combined wetland
drainage and climate change is 41 mm. The chantfeimagnitude of convective precipitation
is proportional to the increase in the percentdgiranage in grid cells (Fig. 2.17b). For grid
cells representing 50% or more drainage extentléiteease in summer convective precipitation
is more than 100 mm (Fig. 2.17b). Under 1870 C@#&entration (1870C-1870W), the effect of
wetland drainage on convective precipitation isilsimio that of 1990 condition (1990C-1990W),
but the results are not statistically significamt ény month (not shown). There is no statistically
significant change in large scale precipitatiothi@ region either due to wetland drainage, or due

to climate change (Fig. 2.16).
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2.6.2 Long term water balance (Precipitation — Evapopaaton)

Long term (20 years in this study) annual averdgbendifference between precipitation and
evapotranspiration (P-ET) represents blue wateitabitity in the region (Gordon et al., 2003;
Schuol et al. 2008). Blue water is defined as theewthat is available for consumptive purposes
(i.e., the sum of surface and sub-surface runaffdeep aquifer percolation, Schuol et al. 2008).
Wetland drainage has increased P-ET mainly dulectaécrease in ET. Climate change has
resulted in a relatively small decrease in P-ETinigaontributed by increases in ET over
precipitation. Annual total increase in P-ET dusvigiland drainage is 170 mm, and the total
decrease in P-ET due to climate change is 35 mereftre, the combined effect is an increase
in blue water availability (by 135 mm) in the regifrable 2.2). Under 1870 CO2 concentration
(1870C-1870W), the effect of wetland drainage d&TPis similar with slightly smaller
magnitude (134 mm). Under no wetland condition (®4870C), climate change has not

affected the overall water availability.

P-ET serves to define long term maintenance ofamds in the region (Carrington et al., 2001).
P-ET is -106 and -71 mm for 1990W and 1870W, rethgelg, and 64 and 63 mm for 1990C and
1870C, respectively (Table 2.2). Spatial distribntof annual P-ET for 1870W and 1990C
scenarios is shown in Fig. 2.18. Negative valug3-&fT for wetland cells indicate that water
from adjoining cells is required for maintenancemveflands in the region. Partitioning of total ET
into ground evaporation gE canopy evaporation {E and transpiration from plants(&s

shown in Table 2.4. Ground evaporation constitatesjor portion (73%) of total ET under
wetland conditions (1870W), and it reduces to 62f#den non-wetland conditions (1990C). ET
exceeds precipitation in both cases (153 mm in W8@Ad 56 mm in 1990C) during summer

months.
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Fig. 218: Spatial distribution of annual P-ET (a) for 1870%se (b) for 1990C case.

Table 2.4:Partitioning of Evapotranspiration into its compotse Ground evaporation {f
Canopy evaporation (J; and Transpiration (g (Annual/Summer total in mm).

Variable Annual Summer
1990C | 1870W | 1990C | 1870W

E, 340 530 182 360

E. 133 127 117 112

Ey 78 70 71 63

ET (Total) | 551 727 370 535

P 615 656 314 382
P-ET 64 -71 -56 -153

2.7 Discussion and Implications

CCSM3 model was used to investigate the impactstbtical wetland drainage on Midwest
hydro-climatology. The effect of wetland drainagedompared with the effect of green house gas
emission based climate change between year 187098@ Modeling results suggest that
wetland drainage has resulted in significant chanmgeegional energy budget (sensible and
latent heat flux) and radiation budget (long waadiation), particularly from May to October. As
a result, the climate has become warmer, and ctimggarecipitation has decreased during
summer months. Except for 2 m air temperature,atihchange has not resulted in any
significant changes in other important climaticiables (e.g. precipitation, sensible heat flux,

latent heat flux, net short and long wave radigtiarthe region. Results from this study highlight
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the importance of LULC change compared to climagnge in MW USA over the past one and

half century.

Validation of CCSM3 results with NARR data for thidwest domain points to some of the
shortcomings in CCSMS3. The partitioning of net edidin into sensible and latent heat flux
during summer months is imprecise in CCSM3 fordtugly region. CCSM3 largely
overestimates sensible heat flux, and underestatatient heat flux during summer months. One
possible reason could be that CLM3 may not be caygtahe crop dynamics (increased ET
during summer/growing season; Chow et al., 198813) properly. Another reason could be
that the underestimation of summer precipitatiogeting reflected in underestimation of latent
heat flux (Lawrence et al., 2007). However, Wanhale(2008) also found similar results
(underestimation of latent heat flux) based onm#fsimulation (forced with observed climatic
inputs) of CLM3 for two different land cover sitésin forest and agricultural site). Wang et al.
(2008) found that the soils in CLM3 are excessivkly (due to higher runoff) and show much
less seasonal variation as compared to observadTa issue of partitioning of net radiation
into sensible and latent heat flux should be irigagtd in more detail because it has further
implications in terms of warming bias in the sumpmerestimation of net long wave radiation,

and lower precipitation efficiency (Schar et a9%).

Higher underestimation of summer precipitation {® 2nm) in CCSM3 results is found to be
concentrated in the western domain of the studipneyVhen CCSM3 results are explored for
the entire United States, it is found that there igrrow strip (between ®West and 100West
longitude) of highly underestimated summer preatjon that lies between the drier western part
and the wetter east part (not shown). In semitaririd western part and humid eastern part of
the United States, precipitation simulation are Imlietter (within +100 mm). The transitional
zone between wet and dry climatic region has beentified as a hot spot for studying the
influence of soil moisture on precipitation (Kosé&tral., 2004). One possible reason could be the
interaction between the excessively drier soil M3 (Wang et al. 2008) and its feedback to
precipitation (underestimation) in the transitionahe (Koster et al., 2004), but this issue needs

further investigation.

Previous studies have found biases in global rgaisatiata (Berg et al., 2003; Maurer et al.,
2001; Roads and Betts, 2000), and it is reasornatdaspect some biases in NARR data as well.

Therefore, some of the biases found in CCSM3 resulthis study could also be due to the
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NARR data, and difference in land surface pararizttion scheme. Investigation of biases in
NARR data is the scope of another study, presant€thapter 3. Despite the biases in CCSM3
output, a comparative analysis of CCSM3 flux esteadrom driest and wettest years from 1980
to 1999 show that these model biases cancel out whe output is subtracted from the other,

thus providing confidence in the results of sewigjtiexperiments conducted in this study.

For long term maintenance of wetlands in the regammual P-ET should be close to zero
(Carrington et al., 2001). The negative P-ET (&@mm for 1870W case) observed in this study
could be the result of a combination of factorshsas: (1) boundary of the study domain, (2)
wetland and ET parameterization in CCSM3, and (@)ewestimation of summer precipitation.
The Midwest domain selected in this study is basegolitical state boundaries (simplified by
creating Midwest mask, see Fig. 2.18) instead wfgusydrologic or watershed boundary (shown
in Fig. 2.3a) for the region. When great lakes aifetr surrounding areas were included in the
analysis (full area shown in Fig. 2.18, insteadmly Midwest region), difference between annual
precipitation and ET was slightly positive (18mmt shown). In CCSM3, wetlands are
parameterized as open water surface without vagetatnd this results in higher ground
evaporation (Table 2.4). However, inclusion of watjen in wetland would have decreased total
ET, and simultaneously, it would have also decre@@secipitation to balance the difference
between precipitation and ET (Carrington et alQD0Issues related to ET parameterization
(excessive ground evaporation and canopy inteimepdire discussed by Lawrence et al. (2007).
Use of improved version of land model (CLM3.5; @le®t al. 2008) might have resulted in
better simulation result (positive P-ET). Highedarestimation of precipitation (>200 mm)

particularly in the summer could have also conteluo negative value of P-ET in the region.

Sensible and latent heat flux are found to beitsedrder variables affected by the drainage of
wetlands in the Midwest region. Sensitivity expegiits in this study showed significant increase
in sensible heat flux, and decrease in latent fi@atiuring summer months. Although the biases
in CCSM3 may have played some role in these resbksannual average change in fluxes
simulated in this study is several times greatanttihe uncertainty indentified in CCSM3 results
(Figure 2.9 and Table 2.3). For example, annuaicaesdecrease in latent heat flux due to
wetland drainage is 14.5 watt$/rwhereas uncertainty in CCSM3 results in simutatime
difference in latent heat flux between dry and yesirs is 3.3 watts/f{Table 2.3). Hence, it is
reasonable to conclude that changes in land sucfawdition have significantly affected surface

energy fluxes in the region. Magnitude of changay differ (can become smaller) depending
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upon the model parameterization of wetlands (eagri@gton et al., 2001), but it seems less likely
that either the sign or their statistical significa will be affected. Sensible and latent heateffux
are the major energy source to the atmosphericdasyriayer, and are responsible for
modulating weather conditions in the region (Bor0Q8; p. 217-222). The importance of
sensible and latent heat flux for regulating laegfional weather condition makes these variables

critical in studying the impact of land use chaagiéocal to regional scale.

Hydro-climatological impact was not confined toliigdrained cells only (say > 40%; Fig.
2.19), thus suggesting a regional scale impadiefitetland drainage. Fig. 2.19 shows Students’ t
values (at 95% confidence level) for July 2 m amperature and convective precipitation.
Statistically significant impact is distributed ass all the wetland drainage at all levels (0-
100%). However, the percentage of wetland draiagelated well with the changes in
temperature and precipitation. Average monthlyealation coefficients for temperature and
precipitation change (1990C-1870W) during summentim® (May to Oct.) are —0.81 and 0.64,
respectively (not shown). During winter months (Mmber to April), 2 m air temperature was
slightly less correlated with wetland drainage patage (average monthly correlation
coefficient: -0.63; not shown). The effect of veettl drainage was largely confined to the
Midwest USA region, suggesting no major teleconinactffects (not shown). This result is
consistent with Findell et al. (2009) who also fduhat the effect of land use change was

confined to the region of disturbance.

CCSM3 results suggest an annual warming oPC.4lue to the combined effect of wetland
drainage and climate change. Summer warming islyneatused by wetland drainage; whereas
winter warming is caused by green house based telinfeange. However observed data show
that over the last 112 years (1896-2006), Midwestémate has become warmer by 04
(annual average temperature change) mainly duetease in winter temperature (133

during Dec-Feb, and 0.6® during Mar-May). The change in summer temperagiregligible

or slightly negative (0.08C during Jun-Aug, and -0.1% during Sept-Nov;
http://mcc.sws.uiuc.edu/climate_midwest/mwclimatertge.htm). The higher increase in winter
temperature is consistent with CCSM3 output in stigly (significant increase in winter
temperature due to climate change). However, grafgiant increase in summer temperature
from CCSM3 output is not consistent with observathdlt should be noted that vegetation type
was kept unchanged from the 1990C condition [dontlgaropland] for all modeling

experiments, and wetland insertion caused an 1&Yedse in vegetation cover (replaced by
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wetlands). Bonan (1997, 1999) has studied theaflegetation change and found that
conversion of forest to cropland has cooled thewaitern climate during summer (86 during
Jun-Aug, and 2.5C during Sept-Nov; Bonan 2001). It seems that alasiem of summer
temperature change is somewhere in between theimgdue to wetland drainage and cooling
due to vegetation change. Inclusion of vegetatitange along with wetland drainage and better
parameterization of wetlands (wetlands with vegataiCarrington et al., 2001) might result into

more realistic summer temperature simulation.
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Fig. 2.19: Scatter plot of statistical significance (t valoéifference in July month (a) 2 m air
temperature, and (b) convective precipitation f®0C-1870W case (combined
effect). Results above and below black think Iméa) and (b) respectively are
statistically significant (marked by arrow sign).

CCSM3 results suggest an overall decrease of 41mamnual precipitation due to the combined
effect of wetland drainage and climate change. @ib@ease is mainly contributed by reduced
precipitation in summer months due to wetland dgrgi However, observed data show an annual
increase of 74 mm in Midwest precipitation from &&806
(http://mcc.sws.uiuc.edu/climate_midwest/mwclimateange.htm). The annual precipitation
increase is distributed among three seasons (Mar-Bamm, Jun-Aug: 24 mm, Sept-Nov: 27
mm) with almost no increase during the winter (et 2mm). However, the data length (1896-
2006) is not sufficient to see the effect of wedl@nainage on precipitation, as wetland drainage
was already underway by 1900, and also precipitatieer the last century would have been

affected by large scale climatic changes.
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Based on some early observations (Schott, 1881h) Y¥868) has compared the climate of the
early half of the 18 century (1830’s and 1840's) with climate from 19r860. Wahl found that
the Midwest region was wetter (20-30% higher prié&ijpn during the summer and early fall)
during the early half of the $&entury. However, Wahl attributed wetter climatemdition to
large scale climatic features (moisture influx frime gulf, and polar cold fronts). It may be a
good time to revisit the Wahl findings (particuladttribution factor) in view of new knowledge
about the effect of wetland drainage on precimtatFig. 2.20 shows the mean annual total
precipitation before year 1876 observed at stat@wing 18 years and longer data records
(average: 26 years, and maximum: 48 years; Sct&ft,) along with the current normal
precipitation (1970-2000) data from PRISM (Dalyakt 1997, 1998). The available data from
Schott (1881) captures the north-west to southqasipitation gradient in the region. Overall
data from Schott (1881) does not show any sigmfichange in precipitation pattern in the
region. However, no long term observed data (befess 1876) are available in highly drained
pocket (intersection of IN, OH and MI states) te fae effect of wetland drainage on

precipitation.

Fig. 2.2C: PRISM normal annual precipitation (in mm, 1971-208@ng with Smithsonian
Institute precipitation data for 19th century (n.enin bold blue letters; Schott, 1881)
of average data length 26 years (minimum: 18 andrman 48 years) before 1876.
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The extensive network of sub-surface tile drainh@éMidwest USA quickly drains the water
infiltrating in to the upper soil layers (Kumaradt 2009; Basu et al. 2009), and prevents the rise
of water table to the crop root zone. The wateletabMW USA is relatively shallow (Fan et al.,
2007), and contributes towards evapotranspirat@nahd (via capillary rise) during summer
months (Miguez-Macho et al., 2007; Yeh and FamitylB909), which may suggest that the
landscape is not substantially different, and tlelamd drainage has not really caused significant
hydro-climatic changes of the region. However hia wetland condition upper soil layers are
saturated during most part of the year and vegetadiadapted for saturated soil conditions
(USEPA,; http://www.epa.gov/owow/wetlands/what/dgiams.html), which is not the case with
an agricultural landscape. Hence, the presentwdgmal landscape in MW USA is different from
the pre-settlement landscape. Saturation leveppeusoil layers significantly affects land
surface characteristics (Eltahir, 1998), suggedtiggificant hydro-climatic changes in MW USA

due to wetland drainage.

To draw an analogy of magnitude of changes simdils¢his study with similar changes
observed in the recent past; changes in latentflugadind 2m air temperature between a drought
year (1988 with total annual rainfall of 670 mmydtood year (1993 with total annual rainfall of
954 mm) from NARR data are shown in Fig. 2.21, glaith the simulated effect of wetland
drainage (1990C — 1990W). Soil saturation for umod layers was quite high (0.70 -0.80) in
year 1993, and it was very low (0.30 to 0.40) iary£988 particularly during the summer months
(soil moisture observation for top 30 cm soil laiellinois are provided by [Findell and Eltahir
1997]). The magnitude of change between year 1888893 is comparable or even greater than
the magnitude of change due to wetland drainage@0@2990W) found in this study (Fig. 2.21).

Hence, it is reasonable to assume simulated chamgieis study are not unrealistic.

Effects of wetland drainage on surface energy Bupeecipitation, and temperature found in this
study are consistent with similar experiments useggonal climate models for shorter duration
ranging from few days to months (e.g., Nebraskgation simulation study by Adegoke et al.,
2007; effect of land use change by Marshall e&l04). By using a coupled Regional
Atmospheric Modeling System and a plant model &nmt@l grassland region (South Dakota,
Nebraska, Kansas, Wyoming, and Colorado) in theddrfstates, Estaman et al. (2001) also
found that the effect of land use change was maequnced at regional scale compared to
effects from increased CO2 concentration (2 % €Ca@hcentration). The results found in the

present study can be used as a basis for mordedigtarestigations (diurnal cycle of temperature
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and precipitation events) using a fine resolutiegional climate model. Regional climate models
are reported to do a better job in representind fanface heterogeneity, and simulating weather
events because of their different model physigs @nvective scheme) and finer resolution

(Han and Roads, 2004; Liang et al., 2004 and 2@)6using a global climate model in a
multiyear simulation study, the present study ie & convey a larger message that at regional
scale, the impact of land use change is compacal#een greater than the impact of green house

gas emission based climate change.
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(a) Latent heat flux (b) 2m air temperature

Fig. 221 Difference between two contrasting land surfacedit@mn 1988 (dry) and 1993 (wet)
for NARR data along with the effect of wetland di@ge simulated in this study for
MW USA region. X-axis represents number of montb 12 (January to December).

In climate and LULC change studies, analysis ofdifference climatology between control runs
and the run designed to study the impact of ch@ésgestandard practice (e.g., Bonan 1997, 1999;
Eastman et al., 2001; Findell et al, 2009; Li anoldérs 2008). This study also follows the same
approach and argues that taking the differencedssitwo control runs cancels out the modeling
biases for most climatic variables, Nevertheldss issue of model biases and its effect on the
overall findings needs further work including digdiinvestigation and validation of individual
modeling components of climate models at regiooales For example, the drier summer in
CCSM3 output (Fig. 2.8g) could lead to higher stefeemperature, higher outgoing long wave
radiations, and higher sensible heat at the expafisgver latent heat and lower precipitation
efficiency. Similarly, CLM3 (Land Component of CCS)Mmay not be capturing the crop
dynamics properly. Addressing issues like thesdiinate modeling, and their effect on
hydroclimatic predictions needs more attentionafccurate assessment of climate and land use

impacts on regional hydrology.
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2.8 Summary

The Community Climate Modeling System (CCSM3) skvigi experiments are performed to
investigate the impact of past wetland drainagéherhydro-climatology of Midwestern United
States (MW USA). Coupled land surface and atmasphemponents of CCSM3 are used at
T85 (~140 km) horizontal grid mesh size to create t£ontrol model experiments. These
include: (i) 355 ppm CO2 for year 1990 excludinglased (present condition), (ii) 355 ppm CO2
for 1990 including wetland, (iif) 289 ppm CO2 fggar 1870 excluding wetland, and (iv) 289
ppm CO2 for year 1870 including wetland. The CCSM@trol run for the present condition is
validated with high resolution North American RetabReanalysis (NARR) data for the
Midwest region. Validation results show that CCSisl8easonable in simulating at-surface
incoming solar radiation, net short wave radiatenmj 2m air temperature. However, partitioning
of net radiation into sensible and latent heatdtuis imprecise, and summer precipitation is
largely underestimated in CCSM3. To remove anydsias CCSM3 output, results from
sensitivity experiments are analyzed in terms fiédince in monthly climatology. Sensitivity
experiment results show significant changes in sansansible and latent heat fluxes due to
wetland drainage. Near surface (2m) air temperdtasesignificantly increased, and convective
precipitation has decreased by a small amount {8 during the summer. Except for 2m air
temperature which is affected by both green hoaseegnission based climate change and
wetland drainage over the last century, all ottienatic variables are primarily affected by

wetland drainage in the region.
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CHAPTERS. THE WATER AND ENERGY BUDGET STUDY

3.1 Introduction

Studies involving water and energy balances toggttwide two levels of constraints (closure of
water and energy balance equations), and hende&ano better conceptualization of the
hydrologic system at basin scales. As a part@fGlobal Water and Energy Cycle Experiment
(GEWEX), many studies were conducted with the gb&tlosing the water and energy balances
for continental scale basins (Roads et al., 20R@ads et al. (2003), hereafter referred as WEBS
(Water and Energy Budget Synthesis), have synthe@siater and energy budgets for the
Mississippi River Basin (MRB) from theest available models and observatidmsthe period
1996 — 1999. The WEBS study found that while madeputs qualitatively correspond with the
available observations, large quantitative uncetyaexists among different model outputs. The
limited number of tower flux observations (totaltafo) was cited as the rarest observations in the
WEBS study. Since 2000, major developments havaroad with respect to improvements in
regional reanalysis data (e.g. NARR; Mesinger e28I06), land surface modeling (e.g. CLM
3.5; Oleson et al., 2008), greater availabilityenérgy flux observations (e.g. AmeriFlux data;
Law et al., 2009), and availability of new land eoehange datasets (Fry et al., 2009). Hence, it
is worthwhile to revisit the WEBS study or a portiof that, and provide updated information
about water and energy budgets in the MRB. As tigiar broader objective of assessing the
impacts of climate and land cover changes on ttierveailability, this study presents an
assessment of the reanalysis data and climate roatfeits for quantifying water and energy
budgets in MRB.

Energy and water fluxes within a hydrologic bourydaasin are linked through
evapotranspiration (ET), which is a major comportdrihe hydrologic cycle (Postel et al., 1996).
Changes in ET brought by major land cover changes@mificantly impact regional fresh water
availability, as well as regional ecosystems (Gardbal., 2003; Zhang and Schilling, 2006).

Despite the importance of ET, relatively few relebstimates of ET are available compared to
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runoff. Limited availability of observed ET is a joaconstraint for studying ET variability, and
using ET for model evaluation or validation purpgosehydroclimatic studies. In the last decade,
coordinated efforts have been made to measurercarmbwater fluxes to assess changes in the
terrestrial ecosystem (FLUXNET; Running et al., 99B8aldocchi et al., 2001). FLUXNET
provides a global network of over 500 flux measwatsites spreading across diverse biomes
and climatic regions (http://daac.ornl.gov/FLUXNETFLUXNET coordinates among regional
networks to ensure consistency and inter-compaiyabfi the flux measurements, provide
infrastructure support for data archival and disttion, and support discussion and synthesis of
scientific results, with the overarching goal obyiding validation datasets for net primary
productivity, evaporation, and energy absorptioglabal scale. Hence, FLUXNET data provides
an opportunity to improve our understanding of landace and atmospheric interaction.
AmeriFlux is the regional network of FLUXNET sitesAmerica, and it provides a relatively
denser network of observation sites in USA (Fid).3Thus, AmeriFlux data can be used to study
the spatial and temporal pattern of ET, and fofuatang the performance of land surface
hydrology models in MRB. The AmeriFlux data is dable for a relatively short period (average
data length: 6 years in this study) and only arfemdomly distributed stations are available (total
16 in MRB), hence alternative sources of informatieed to be explored for large scale hydro-

climatic studies.

Reanalysis data provide spatially and temporalhtioaous outputs for different surface and
atmospheric variables by assimilating availablesoltions from various sources (e.g. satellite
data, meteorological observations from surfacéostat and data from rawinsondes and
dropsondes) with the help of atmospheric and lamfhse models. The North American Regional
Reanalysis (NARR) data is a much improved versiaranalysis outputs compared to Global
Reanalysis 1 and 2 (REAN1 — Kalnay et al., 1996ARE — Kanamitsu et al., 2002) for
hydroclimatic studies in the region (Mesinger et 2006). NARR outputs have been used to: (i)
evaluate the performance of global and regionajatie model (Kumar et al., 2010; Diffenbaugh,
2009), (ii) study the pattern of major hydroclincatariability (e.g. precipitation recycling;
Dominguez and Kumar, 2008; Dominguez et al., 208&J, (iii) assess the impacts of land use
land cover change (Fall et al., 2009). Howevenadysis outputs can have biases and
uncertainties, and the quality of outputs can wigending upon the variable of interest (Maurer
et al., 2001). This study evaluates the performafi®ARR outputs for surface water and energy

fluxes in MRB using independent observations andfber model outputs.
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Fig. 3.1: The major climatic regions (Cfa, Dfa, Dfb, and B&kjd AmeriFlux stations in the
Mississippi River Basin with CLM grid (T42 resolati) in the background. Climate
classification is based ondgpen-Geiger climate classification map as described
Table (2). Each asteriskk( ) represents the lopaif an AmeriFlux station.
Geographical details of AmeriFlux stations are giireTable 3.1 according to the
numbers shown on this map.

Understanding the evapotranspiration and precipitdeedback mechanism between climate
change and land use land cover change is a crititaponent for the assessment of present and
future water availability. The currently availaldeupled land surface and atmospheric modeling
system (e.g. Community Climate System Model, Csléhal., 2006) provides an important tool
to incorporate the feedback between land covercaméte. The coupled model outputs for
surface water and energy fluxes can have biagestian of which can be attributed to biases in
the atmospheric forcing (Lawrence et al., 2007ndé¢e performance of coupled modeling system
for surface water and energy fluxes should be ewatliusing offline simulation of the land
surface component model. Recently, model paranzetén of the land component of the
Community Climate System Model (CCSM) has beeniggmtly improved with respect to ET

partitioning, runoff scheme, ground water moded] &nzen soil scheme (CLM3.5, Oleson et al,
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2008; Stockli et al, 2008). This study evaluatesghrformance of CLM3.5 (hereafter referred as

CLM) for surface water and energy fluxes in MRB.

Updated sources of water and energy flux obsemsitias well as reanalysis and climate model
outputs are presented in the above discussioneldmsaces also have limitations such as: (i)
point scale measurements from AmeriFlux sites]iijted assimilation of surface observations

in NARR (e.g., precipitation is assimilated in NARBut ET and runoff are not); (iii) coarse
resolution of CLM; and (iv) surface energy fluxfaulation and parameterization difference
between NARR and CLM. This study lays out the fatrah for accomplishing the broader
objective of assessing the impacts of climate and tover changes on the water availability in
MRB by identifying different sources of uncerta@#iin the reanalysis and climate model outputs
for water resources assessment. This study alsedeoan assessment of our progress in closing

the water and energy balance in MRB in the lastelrs since the WEBS study.

3.2 Study Area, Data and Model Outputs

The Mississippi River Basin (MRB) is the largestri basin in North America, with more
available observed data than any other major hagire world (Roads et al., 2003). The MRB
covers 41% of the conterminous USA, and has a baisih area of 3.2 million KkmMajor

climatic gradients (temperature and precipitativeded on PRISM (Parameter-elevation
Regressions on Independent Slopes Model, Daly, €137, 1998) present day climate normal
(1971-2000) are shown in Fig.3.2 (a) and (b). Basigrage annual temperature and precipitation
are 10.4°C (range: -6.2C to 22°C) and 810 mm (range: 144 mm/year to 2901mm/year),
respectively. Annual average temperature showsth tmsouth gradient, and annual

precipitation shows a north-west to south-eastigradFig. 3.2 (a) and (b)).

Major land cover classes in MRB based on the Natiband Cover Data 2001 (NLCD 2001,
http://www.epa.gov/mric/nlcd-2001.html) are showrfig. 3.2(c). NLCD 2001 provides high
resolution (30 m) land cover data for the Unitealt&t using satellite imagery (Landsat 5 and 7),
and ancillary data (e.g. DEM, slope, aspect, pduialensity) based on a decision tree
classification algorithm, a supervised classifimatmethod (Homer et al, 2004; Breiman et al.,
1984). Agriculture is the dominant land cover in BIR89.2%), followed by grassland and shrubs
(31.0%), forest (20.7%), wetland (3.6%), urban laader (3.2%), open water (1.9%) and barren
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(0.4%). Land cover change aggregated over loctdralaed scale (8-digit Hydrologic Unit Code
(HUCS8); http://nwis.waterdata.usgs.gov/tutorial/hdef.html) based on NLCD 1992-2001 Land
Cover Change Retrofit Product (Fry et al, 200%hewn in Fig. 3.2(d). There are 851 HUCS8
units in MRB, ranging in drainage area from 31km17287 krfi (average area = 3826 Rm

Eighty HUCS8 (9.4%) have experienced greater thaggoial to 5% land cover change, and many
of those HUCSs are located in the southern pati@basin (Arkansas-White-Red, and Lower
Mississippi Basin; Figs. 3.2(c) and (d)). Overalb% of MRB has undergone land cover change
between 1992 and 2001. The most dominant land ¢caesition includes a decrease in the forest
area, and an increase in grassland / shrubs aad arba (Fig. 3.3).
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Fig. 32: Map of Mississippi River Basin showing: (a) annaatrage temperaturéQ); (b)
annual total precipitation (mm/year) [data souRRISM climate -normal 1971-2000];
(c) major land cover types (NLCD 2001); and (ddaover change % (eight digit HUC
watershed average, 1992 to 2001). Numbers in fcg@spond to major river basins/
water resource region in the MRB; 05: Ohio, 06: Aessee, 07: Upper Mississippi, 08:
Lower Mississippi, 10: Missouri, 11: Arkansas-WHRed.

Elevation in MRB ranges from sea level (0 m) atri@uth of the Mississippi river to 4282 m in
the Rocky Mountains along the western boundarpefaasin. Available sources of soil
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characteristics (physical and hydraulic propertieirmation include SSURGO (The Soil
Survey and Geographic) and STATSGO (The StateddilGeographic) soil maps from the
United States Department of Agriculture (USDA,; hifgoildatamart.nrcs.usda.gov/), and soil
map provided by Miller and White (1998). More dktain topography and soil characteristics
can be found in the WEBS study.
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Fig. 3.3: Net land cover change between 1992 and 2001 in MRB

3.2.1 AmeriFlux Observations

The AmeriFlux Network was established in 1996, immilovides measurements of carbon, water,
and energy fluxes in major vegetation types aadifésrent ecologic and climatic conditions in
the Americas. Each flux tower represents an avei@agerint of one km radius at respective
tower site (Baldocchi et al., 2001; Running et H99). A total of 16 AmeriFlux sites are
available in MRB (Fig. 3.1 and Table 3.1) with arege record length of 5.8 years (range: 2 —
12 years) between 1995 and 2007 (Law et al., 200%).number of available flux tower
observations has increased in the recent yeats,most observations (86%) available since
1999. Monthly average Level 4 datasets of enengydbservations are included in this study
(http://public.ornl.gov/ameriflux/level4data.htmlh the Level 4 dataset, missing values for half

hourly flux observations are filled with observaisounder similar meteorological conditions, and
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night time fluxes are corrected for violation ofdgctovariance method assumptions using u*
filtering (http://www.bgc-jena.mpg.de/bgc-mdi/htexdidyproc/index.html). All AmeriFlux sites
used in this study are referred using the follonabireviation: XX_YYY_ZZZ, where XX is the
country name (US for USA), YYY is the abbreviatiointhe site name, and ZZZ is the land cover
type. For example US_MMS_DBF refers to a “US” sitaned Morgan Monroe State (MMS) site
with a deciduous broad leaf forest (DBF) land cdype. A list of AmeriFlux sites included in

the analysis is provided in Table 3.1.

3.2.2 NARR

NARR provides a spatially continuous, high resalt{3-hourly temporal resolution, and 32-km
spatial resolution) regional reanalysis datasettferNorth American domain since 1979. The
NARR dataset is developed as a major improvemeon tipe earlier National Center for
Environmental Prediction-National Center for Atmbsepc Research (NCEP-NCAR) Global
Reanalysis (REAN1) dataset in terms of resolutimh @curacy (Mesinger et al. 2006). The
atmospheric component of NARR uses NCEP regiorahtttdel (Berbery et al, 2003; Mesinger
2000) with lateral boundary conditions from GloBaanalysis-2 (REANZ2; Kanamitsu et al.,
2002) and the Eta data assimilation system (Rogteak, 1996). The land component of NARR
uses the Noah land surface model (Ek et al., 2068n and Dudhia, 2001). Major observations
assimilated in NARR include: (i) precipitation détam rain gauging stations; (ii) radiance data
from satellite observations; (iii) near surface av{iOm) and moisture (2m) data from Global
Reanalysis-2 outputs; (iv) sea and lake surfacpeeature; and (v) sea and lake ice cover data.
Successful assimilation of high quality detailedgppitation observations in NARR provides an
improved dataset for studying land surface hydnpl@gg. soil moisture), and land atmospheric

interactions (Mesinger et al., 2006).



Table 3.1 List of AmeriFlux Sites.

Sl. | AmeriFluxSit | State | Site Name Lat. Long. Site NARR | CLM NARR | CLM Land

N (e (degree | (degree | Elevatio | Elevatio | Elevati | Land Cover

o] North) East) n (m) n (m) on (m) | Cover FR/ShGr/

CRO

1 | US_ARb_GR | OK | ARM SGP burn site-| 35.55 -98.04 424 487 400 CRO 19/57/1
A Lamont

2 | US_ARc_GRA| OK | ARM SGP control 35.54 -98.04 424 487 400 CRO 19/57/1

site- Lamont

3 | US_ARM_CR | OK | ARM SGP site- 36.61 -97.49 414 379 503 CRO 4/30/52
®) Lamont

4 | US_Goo_GRA| MS Goodwin Creek 34.25 -89.97 87 63 87 | DBF 24/20/56

5 | US_MMS_DB | IN Morgan Monroe State 39.32 -86.41 275 188 214 CRO 10/10/79
F Forest

6 | US Moz DBF| MO | Missouri Ozark Site| 38.74 -92.20 921 186 299 DBF 29/40/31

7 | US_WBW_DB| TN Walker Branch 35.96 -84.29 343 379 412 DBF 52/33/14
F Watershed

8 | US_Bkg_GRA| SD Brookings 44.35 -96.84 510 541 409 | CRO 3/2/95

9 | US_Bol CRO| IL Bondville 40.01 -88.29 219 186 214 | CRO 10/10/79

10 | US_Nel CRO| NE Mead - irrigated 41.17 -96.48 361 379 351 CRO 5/15/78

maize site

TS



Table 3.1: List of AmeriFlux Sites (continued)

Sl. | AmeriFluxSit | State | Site Name Lat. Long. Site NARR | CLM NARR | CLM Land

N |e (degree | (degree | Elevatio | Elevatio | Elevati | Land Cover

0 North) East) n (m) n (m) on (m) | Cover | FR/ShGr/

CRO

12 | US_Ne3 CRO| NE Mead - rainfed 41.18 -96.44 363 379 351 CRO 5/15/78
maize-soybean

13 | US_WCr_DBF| Wi Willow Creek 45.81 -90.08 515 487 | 363 MF 41/16/20

14 | US_Los CSH| Wi Lost Creek 46.08 -89.98 480 487 336 | MF 41/16/20

15 | US_FPe _GRA| MT | Fort Peck 48.31 -105.10 634 708 0 67 | BSH 2/22/56

16 | US_NR1_ENF| CO Niwot Ridge Forest| 40.03 -105.55 | 3050 2976 2531 ENF 19/57/1
(LTER NWT1)

NARR and CLM Elevation and Land Cover representestayrid point elevation and land cover in thgpeesive dataset. CLM land cover is
grouped under three categories % Forest (FR), %Sinmd Grass (ShGr) and % Crop (CRO). AmeriFluwssire referred as XX_YYY_ZZ7Z,
where XX is the country name (US for USA), YYY Isetabbreviation of the site name, and ZZZ is thd keover type (CRO- Crop, CSH —
Closed Shrubland, DBF — Deciduous Broadleaf FOEESSE- Evergreen Needleleaf Forest, GRA — GrasslakiM — Atmospheric Radiation
Measurement, SGP — Southern Great Plains, MF —dvisagest, BSH — Broadleaf Shrub with ground coVee state abbreviations are CO:
Colorado, IL: lllinois, IN: Indiana, MO: MissourMS: Mississippi, MT: Montana, NE: Nebraska, OK: @tkbma, SD: South Dakota, TN:

Tennessee, WI: Wisconsin

Zs



53

3.2.3 CLM offline simulation

CLM (version 3.5) is the recently released land gonent of the Community Climate System
Model (Collins et al., 2006; Oleson et al., 200B)ajor hydrological processes in CLM include
canopy interception, transpiration, through fallajgoration, infiltration, surface and subsurface
runoff, and water table dynamics. A grid cell isfidivided into four major land units (vegetative
cover, lake, wetlands and glacier), and the veetétaction of the grid cell can have a
maximum of four Plant Functional Types (PFT) outidbtal 16 PFTs (Oleson et al., 2004).
Surface data into CLM (e.g. PFTs, leaf and stera)assbased on multiyear MODIS land surface
data at 0.5resolution (Lawrence and Chase, 2007). Severaldwegnents in land surface
parameterization have been incorporated in CLMl&aviate water and energy biases observed in
its predecessor CLM3 (Oleson et al., 2008; Staetkdil, 2008). Improvements include an
improved canopy evaporation scheme, simple baséacsuand subsurface runoff scheme based
on the distributed hydrologic model called TOPMOD@®iu et al., 2005; Niu and Yang, 2006),
simple ground water model (Niu et al., 2007), amet& frozen soil scheme (Oleson et al., 2008).
Offline results of CLM provided by Oleson et alO@B) are used in this study. The offline
simulation of CLM uses atmospheric forcing datarfrQian et al. (2006) for 1948 — 2004, and
has a long spin up period (624 years), by cydimgsame atmospheric forcing (1948-2004) 12
times, to stabilize the deep soil water in the nhddetailed description of the CLM model,
simulation, and results are provided in Oleson.g2808). The atmospheric forcing was
constructed by adjusting REAN1 outputs using obegmonthly precipitation and temperature,
satellite radiation data, and cloud cover datarf@izal., 2006). Because of model design (water
and energy balance closure for each grid cell acti Eme step), and gridded observational input

data set, CLM is expected to show better resuitsddace water and energy fluxes in MRB.

3.2.4 Other Dataset and Models

The United States Historical Climatology NetworkSICN) data from 71 stations in Indiana
and lllinois are used to study the characterisifcspatial scale of climate forcing in the region.
Monthly time series of precipitation and temperatior 113 years (1896 to 2008) are included in
this study. USHCN data incorporates adjustmenbbservation biases (Karl et al. 1986; Vose et

al. 2003), and artificial changes in the time sed#dsing due to station relocation and equipment
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change (Menne et al. 2009). Because gridded arederetwork of tower flux observations are
not available, long term observed records of pittipn and temperature are used to supplement

the analysis of point scale measurements versugigimodel grid cells.

Three runoff datasets are also used in this studyding: (i) naturalized runoff estimates for
MRB from Maurer and Lettenmaier (2001), (ii) Unisity of New Hampshire / Global Runoff
Data Centre (UNH- GRDC runoff data; Fekete et20102), and (iii) runoff data from the
Variable Infiltration Capacity (VIC) model (Mauret al., 2002). The naturalized runoff data in
Maurer and Lettenmaier (2001) were created by adcmsumptive water use to the observed
runoff with the help of observed consumptive watse statistics and VIC model output.
Consumptive water use accounts for 6% of the niigadarunoff during the 1988 to 1999 period
(range: 4 to 7%). UNH - GRDC runoff were createdcbynbining the Water Balance Model

outputs with the observed mean annual runoff deeidte et al, 2002).

PRISM monthly precipitation and temperature dagB(lto 2004) are also used in this study as
climate observations. PRISM is a high quality spatataset at 4 km resolution created by using
point observations of precipitation and temperatith Parameter-elevation Regressions on
Independent Slopes Model (PRISM; Daly et al., 19988).

3.3 Methodology

The methodology involves: (i) regional classificatiof the study area (MRB) based on the
climatic condition; (ii) re-gridding of NARR (NARRRegrid) to the climate model grid size; (iii)
long term (25 years) climatology comparison betwsd&RR, NARR_Regrid, and CLM; (iv)
evaluation of NARR, NARR_Regrid, and CLM with respto AmeriFlux observations using
equal sample size principle; (v) evaluation ofspatial and temporal variability in total runoff
in MRB; and (vi) analysis of water and energy bakaclosure in MRB. Each step in the

methodology is briefly described below.
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3.3.1 Regional Classification of MRB

The four major climatic regions in MRB (Fig. 1) afg Cfa —~Warm temperate climate, fully
humid, and hot summer; (ii) Dfa — Snow Climatel|yfllumid, and hot summer; (iii) Dfb — Snow
Climate, fully humid, and warm summer; and (iv) BSRrid, cold steppe climate. The regional
classification shown in Fig. 1 is based on thetdid{oppen-Geiger climate classification map
provided by Kottek et al. (2006). For climate sifisation, Kottek et al. (2006) have used?.5
resolution monthly temperature and precipitatiotradeom Climate Research Unit
(www.cru.uea.ac.uk), and Global Precipitation Cliohagy Center (http://gpcc.dwd.de),
respectively for 1951 to 2000. Major climatic chagmistics of the four regions are listed in Table
3.2. South-East MRB has temperate climate, Nortt-EHRB has snow climate, and Western

MRB has arid climate.

Table 3.2:Major climatic regions in MRB (Kottek et al., 2006)

Sl
No. Region | Tuin T max Precipitation

neither dry summer nor dry
1 Cfa -3°C < Tpin < 18°C | Ty > 22°C winter

neither dry summer nor dry
2 Dfa Toin < -3°C T > 22°C winter

Trax< 22°C and neither dry summer nor dry

3 Dfb Tomin < -3°C 4 Trmor > 10°C winter
4 BSk Tanr < 18°C 5P" < Py, < 10P"

Tmine Minimum monthly mean temperaturg; .. Maximum monthly mean temperatung;,,
Annual mean temperatur€;,, monthly mean temperature. Dry summer and dryewiate
defined as a function of monthly total precipitatduring the summer (May-Oct.) and winter
(Nov. — April) months. For dry summePsmin < Puminy Pumax > 3 Psmin @NdPgmin < 40 mm; and for
dry winterPymin < Psmin @NAPsmax> 10 Pymin. Where Psmin Psmax Pamin @NdPymaxare minimum and
maximum monthly total precipitation values durihg summer and winter months, respectively.
P" (mm) is the dryness threshold for the arid regidwicivis a function of annual average
temperatureP™ = (2* T, if 2/3 of annual precipitation occurs in Winté2* T, + 28) if 2/3 of
annual precipitation occurs in summer; Rk, + 14) otherwiseP,,, is annual total precipitation
(mml/year)
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3.3.2 Regridding of NARR

One of the objectives of this study is to evaldhteprediction of ET by the land component
(CLM) of a global climate model at regional scdBecause NARR'’s spatial resolution is notably
higher (32 km) compared to CLM resolution (T42,80%&m), NARR outputs are re-gridded to
CLM resolution in a two step process using the dtati Center for Atmospheric Research’s
(NCAR) Command Language (NCL; http://www.ncl.ucdu#g. In the first step, NARR outputs
are regridded to 0.5 degree (~50 km) resolutiongusiverse distance weighting, and in the
second step, 0.5 degree output is then re-gridil@d2 resolution using area average method.
This two step procedure is followed because NAR&L@mbert conformal conic native grid
projection. NARR outputs regridded to T42 resolntave referred as NARR_Regrid in this
study.

3.3.3 Monthly Climatology Comparison

Monthly climatology (long term monthly mean andeirinnual variability) of near surface
hydroclimatic variables is prepared from NARR, NARRegrid, and CLM monthly outputs from
1980 to 2004 (25 years). The monthly climatologgrissented with 95% confidence interval
uncertainty range calculated from standard deviatif 25 years monthly outputs in each case.
The uncertainty range represents the inter-anrarébility during the analysis period. Because
AmeriFlux data are not available for the 25 yeaiquk these data are not included in the 25

years monthly climatology comparison.

3.3.4 CLM, NARR, and AmeriFlux Comparison

Monthly averages of CLM, NARR, and AmeriFlux obsarons are compared at 16 AmeriFlux
site locations in MRB. Because the spatial and tealcoverage of AmeriFlux observations is
not consistent with that of CLM and NARR, the egseinple size principle (Robock et al., 2003)
is used for making this comparison. In the equal®a size principle, point observations at a site
(AmeriFlux site in this study) are compared witk thodel outputs (CLM and NARR) from the

nearest grid cell for the available time periosb$ervation.
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3.3.5 Closing Water and Energy Balance for MRB

Water and energy balance components are linkeddhr&T as given in Egs. 3.1-3.3 below.

As=P-ET-N (3.1)
R, = Sht + Lht + Ght (3.2)
Lht=A*ET (3.3)

WhereAs is the change in storage (in the active soilrigye is precipitationET is
evapotranspiration is total runoff,R, is net radiation including short and long waveiation,
Shtis sensible heat flutht is latent heat fluxGGhtis ground heat flux, anklis the latent heat of
vaporizationLht andET are used interchangeably in this study. Summeorisidered to be from
May to October (6 months) and winter is consideosble from November to April (6 months),

unless specified otherwise.

Any significant bias irET will reflect bias in the estimation of runoff frothe basin, becaugeis
the constrained term in Eq. 3.1 (precipitationbserved forcing data in CLM, and precipitation
observation is assimilated in NARR) afisl can be taken as zero for long term annual water
balance. Spatial distribution of runoff is validateith the UNH-GRDC runoff (Fekete et al.,
2002) and VIC runoff (Maurer et al., 2002). To lexie the effect of water withdrawals for
irrigation or water supply for cities, total runaff the watershed outlet is compared with the

naturalized runoff estimate from Maurer and Lettaien(2001).

3.3.6 Statistical Methods

Comparison between different datasets and modeldare using the following statistical
measures: mean, standard deviation (inter-anrauglhility), bias (model — observation),
pearson product moment correlation coefficientr@ation coefficient), square of correlation
coefficient (R), root mean square error (RMSE), semivariogramt @@l 0.5 * [square difference]
against separation distance, [Kitanidis, 1997; [2#d0]), and statistical significance of

difference in monthly mean values. For statistighificance T-test is used with 95% confidence
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interval @ = 0.05). Ninety five percent uncertainty rangeltorg term monthly mean valug)(is
calculated by using Eq. 3.4 (Miller and Miller 2Q0@age 358).

x—-t, Or<usx+t, B> (3.4)

where X ands are mean and standard deviation of random samgiean ( = 25) from a normal

populationa is the significance level (= 0.05), and valueg pf is taken from T-distribution

—,n-1
2

table. The assumption of normality for all variab(basin average each month time series from
1980-2004) is checked using statistical test (Sbawilk test) and graphical method (Quantile-
Quantile plot) in SAS and found valid.

3.4 Results

3.4.1 Monthly Climatology Comparison

Basin average climatological mean and variabilli§g0-2004) for water and energy balance
components in MRB are presented in Table 3.3. Meaual net radiation obtained from CLM
(69.7 W/nf) is lower (18%) compared to NARR (84.7 WjnSensible and latent heat flux are
also lower by 19% and 31%, respectively in CLM canggl to NARR. Latent heat flux
represents 59% of the net radiation in CLM, arrdfresents 70% of the net radiation in NARR.
Ground heat flux is a minor component of the endrg@ignce equation (Eq.3.2). Higher inter-
annual variability (2.2 W/R) in ground heat flux in comparison to the ovenadlan (0.5 W/r) is
due to the opposing sign of ground heat flux dusagnmer and winter months. CLM does not
produce any closing error in the energy balanceatgu ®n — Lht — Sht - Ght = 0)0but NARR
shows an error of -9.6 W/ni11% of net radiation) in the energy balance éqnaRegridding of
NARR (NARR_Regrid) has resulted in less than 1%ucédn in the basin average monthly mean
of net radiation, sensible and latent heat flukespmparison to original NARR outputs.
However, inter-annual variability (standard dewaaiis reduced by 9% for net short wave, 6%
for net long wave, 21% for sensible heat flux, 2068 for latent heat flux as a result of
regridding NARR outputs (Table 3.3).
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Table 3.3: Climatological annual mean (1980-2004) for the MiRBn CLM and NARR outputs.

Variable Unit PRISM NARR CLM NARR_Regrid
Net short W/m® NA 159.2(11.1) | 132.2(6.9) 158.9(10.1)
wave (+

down)

Net long wave| W/m® NA 74.5(9.1) 62.5(4.1) 74.5(8.6)
(+ up)

Sensible heat | W/m® NA 34.1(11.1) 27.5(6.0) 33.9(8.8)
flux

Latent heat | W/m® NA 59.7(11.2) 41.4(5.2) 59.1(8.9)
flux

Ground heat | W/m? NA 0.5(2.2) 0.7(3.4) 0.5(2.1)
flux

2 m air °C 10.5(2.0)| 11.4(2.0) 10.7(1.7) 11.2(2.0)
Temperature

Precipitation | mm/year | 806(446)] 751(420) 792(328) 736(355)
(P)

Total Runoff | mm/year | NA 91(107) 269(143) 91(71)

(N)

ET/P NA NA 1.00 0.66 1.01

N/P NA NA 0.12 0.34 0.12

Numbers in parenthesis represent average valuesmthly standard deviation. For precipitation
and runoff monthly standard deviation is multipligg12 to be consistent with annual total value.
PRISM climatological mean is also presented forrélierence purpose.

Twenty five years (1980-2004) monthly climatologynear surface air temperatuig;() and
precipitation P) from PRISM, NARR, CLM, and NARR_Regrid are shoinrfig. 3.4. In
comparison to PRISM data, basin average mean aterapkrature is 0.2C higher in NARR,
0.2°C higher in CLM and 0.9C higher in NARR_Regrid, and basin average anmial t
precipitation is 7% lower in NARR, 2% lower in CLMnNd 9% lower in NARR_Regrid (Table
3.3). Regridding of NARR (NARR_Regrid) has resulted 8% reduction in the inter-annual
variability of precipitation compared to the origlNARR outputs. There is no change in the
inter-annual variability of temperature between NABd NARR_Regrid. Inter-annual
variability in PRISM precipitation data (446 mméay) is closer to NARR (420 mm / year), and
inter-annual variability in CLM precipitation dagd28 mm/year) is closer to NARR_Regrid (355
mm / year). Basin average monthly precipitatiomfifdARR, NARR_Regrid, and CLM are not
statistically different (90% confidence intervafnospared to PRISM precipitation data for all 12
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months (not shown). Basin average monthly tempegdtom NARR and NARR_Regrid are
statistically different (90% confidence intervaynspared to PRISM temperature data during
summer months (May to Oct), but they are not stediy different during winter months (not
shown). For CLM, monthly temperature is statisticdifferent compared to PRISM temperature
data for three summer months (May to July), ang #re not statistically different for the
remaining nine months. Statistical difference imswer temperature can be due to higher
magnitude of mean value and lower inter-annuabb@ity. For example, summer temperature
mean and standard deviations are £&@nd 1.5°C respectively; whereas, winter temperature

mean and standard deviations are°Z4and 2.5°C respectively, for MRB in PRISM data.

Spatial variability of the absolute difference beém CLM and NARR_Regrid annual average
latent heat flux and sensible heat flux are prekint Fig. 3.5(a) and (b), respectively. For latent
heat flux, the difference between CLM and NARR_Réghows an east-west divide. In the
eastern part, CLM latent heat flux is lower compaieeNARR_Regrid for all months (-38%
annual average difference, Fig. 3.5 (c)). In thetemn part, opposite signs of difference in first
(negative) and second half (positive) of the yearcel each other (Fig. 3.5 (d)), making the
annual average difference smaller (-18%). In thetezn MRB, CLM sensible heat flux is higher
in summer, and is lower in winter, compared to NARRgrid, making the annual average
difference smaller (+16%; Fig. 3.5(e)). In the veestMRB, CLM sensible heat flux is lower in
summer compared to NARR_Regrid, and annual avetifigeence is -38% (Fig. 3.5 (f)). As
shown in Table 3.3, NARR _Regrid has resulted ia than 1% reduction in the mean annual
values of sensible and latent heat fluxes. Theeetbe difference in NARR and CLM sensible
and latent heat fluxes in the eastern and westats pf MRB should be similar to the difference
between NARR_Regrid and CLM. Thus, NARR and CLMvidle spatially (east versus west)
and temporally (summer versus winter) differeninegte of sensible and latent heat flux in
MRB.

NARR has a 12% water balance closing erior ¢ N = 1.12 B; whereas, CLM does not have
water balance closing errde T + N = P). The water balance closing error in NARR is not
affected by regridding of NARR outputs (Table 3@Gpmparison of NARR, NARR_Reqgrid, and
CLM runoff outputs with observed data is presemteSection 3.4.4.
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3.4.2 AmeriFlux, NARR, and CLM Comparison

Point scale observations at 16 AmeriFlux sites RBvare compared with the nearest grid cell in
NARR and CLM using the equal sample size princ{flection 3.3.4). Monthly mean values of
observed hydroclimatic variables at AmeriFlux sdes given in Table 3.4. For 12 AmeriFlux
sites, results are presented until 2004 because @liplts are available from 1948 — 2004. For
sites that have less than two years of data wi@004 (a total of four sites), comparison extends
beyond 2004, and is made only with NARR outputsv&iions and land cover types at
AmeriFlux sites and the corresponding nearestagild in NARR and CLM data are given in
Table 3.1.

The number of AmeriFlux sites present in Cfa, iy, and BSk climate regions are 7, 5, 2 and
2, respectively. In Cfa region, three grasslanesdiiave higher average latent heat flux to
incoming solar radiation ratio (average = 0.30gear0.26 to 0.33), compared to three deciduous
broadleaf forest sites (average: 0.27, range: 1.2630), and one crop land site (0.23). In Dfa
region, latent heat flux to incoming solar radiatiatio is higher at one grassland site (0.39)
compared to four crop sites (average: 0.27, rad@®.to 0.28). In Dfb region, one deciduous
broadleaf forest site and one closed shrub lamedhsis the same latent heat flux to incoming solar
radiation ratio (0.19). In Bsk region, one evergraeedleleaf forest site has higher latent heat

flux to incoming solar radiation ratio (0.25) comgd to one grassland site (0.14).

NARR and CLM monthly outputs are compared with Aifilerx observations in terms ofR
Bias (model — observation), and RMSE (Root MearaBgj&rror). Both Bias and RMSE are
expressed as percentage of mean observationgattiee sites (Table 3.5). AmeriFlux site
US_NR1_ENF, located in Rocky mountain range (elewat 3050m; Monson et al., 2005),
shows large difference (29 higher) in mean temperature compared to the se@teM grid
cell. Hence, US_NR1_ENF results are not includetllisites average results presented in the
next paragraph. Out of remaining 15 sites, onlgilds are included in comparison with NARR
because CLM outputs are not available at four ARtexi sites. These 11 sites are indicted in
bold letters in Table 3.5.



Table 3.4: Statistical summary of the AmeriFlux monthly obsgions
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Observation
Reg NS(I) AmeriFluxSite | Time Period Mean value for given Time Period
R, P | Ta | Lht Sht
Cfa| 1 | US_Arb_GRA 2005-2006 192.Y 609 16{8 50.9 247.
2 | US_Arc_GRA 2005-2006 178.3 64|7 164 55.8 45.9
3 | US_ARM_CRO| 2003-2004 180.1 64{3 14)7 40.9 29.5
4 | US_Goo_GRA | 2002 -2004| 181.B 17/4 60.1 24.2
5 | US_MMS_DBF| 1999 - 2004 167.0 874 12]11 41.5 22.2
6 | US_Moz_DBF 2004-2007 185.6 68|4 144 56.0 37.7
7 | US_WBW_DBF| 1995-1999 172.2 148§ 451 304
Dfa | 8 | US_Bkg GRA | 2004-2006 172.0 561 7.9 66.6 16.Y
9 | US_Bol_CRO | 1997-2004*| 167.5 66(6 11}4 46.9 25.9
10 | US_Nel CRO | 2002-2004 1773 710 10.6 48.9 20/6
11 | US_Ne2_CRO | 2002-2004 1809 68.8 104 494 207
12 | US_Ne3 CRO 2002-2004 1768 50.8 10.2 453 26.4
Dfb | 13 | US_WCr_DBF | 1999 - 2004 1459 632 53 27.3 442
14 | US_Los_CSH 2001-2004 15983 57.8 5.4 29.4 23.0
BSk| 15| US_Fpe_GRA | 2000-2004 1590 328 54 21.7 2 25,
16 | US_NR1_ENF 1999-2004 182.y 544 2.2 46.Q 42.4

[Ry — incoming solar radiation (W/x P — Precipitation (mm/month},; - air Temperature®C),
Lht — Latent Heat Flux (W/f), Sht— Sensible Heat Flux (W/)). Precipitation for

US_Goo_GRA and US_WBW_DBF are not shown becaus@ssing observations



Table 3.5:Model performance evaluation, Bias and RMSE areesged as the % of observed mean values giverbie Ba.

SI. NARR CLM
No. R2/Bias/RMSE R2/Bias/RMSE

Ry P Tar Lht Sht Ry P Tar Lht sht
1 | 0.80/29/36 0.82/3/31 | 0.96/2/14] 0.64/9/47|  0.0811/
2 | 0.78/40/47] 0.79/-3/33 | 0.96/5/15 0.63/-1/45  0.0(59
3 | 0.95/32/35 0.85/7/28 | 1.00/6/8 | 0.80/53/72  0.84180/ | 0.91/3/13| 0.50/-9/50] 1.00/-4/6 0.68/23/60 02262
4 | 0.83/20/26 0.87/1/17 | 0.74/56/70| 0.08/2/49| 0864 0.87/0/17 | 0.67/-2/40| 0.25/58/100
5 | 0.97/2425 0.71/10/33| 0.97/1/14 0.82/95/117 o464 | 0.94/-1/11 0.58/-7/36] 0.96/-6/18| 0.93/6/28 1607/93
6 | 0.97/20/22 0.65/13/44| 0.95/4/15 0.78/41/60  OWiAL
7 | 0.97/22/24 0.99/-3/6 | 0.84/89/104 0.36/-12/37 94(B/11 0.99/1/6 0.91/11/2§  0.05/42/99
8 | 0.97/23/26] 0.90/-7/32 | 0.91/15/46 0.89/-25/34  (1@6/191
9 | 0.95/24/26 0.61/23/51| 1.00/5/7 | 0.89/55/80  0.68F5 | 0.94/-3/11 0.41/21/55 0.99/1/8 0.85/-9/737  OBABT
10 | 0.99/23/25 0.47/-25/70] 1.00/3/11  0.42/8/78]  ®BGAO1 | 0.96/0/8 | 0.45/-9/68 1.00/6/8 0.85/4/37 oM
11 | 0.99/21/23 0.43/-22/76] 0.98/6/16  0.37/7/79|  ®BAO7 | 0.96/-2/8 | 0.36/-7/77] 0.99/9/14 |  0.79/3/43 3MA00
12 | 0.99/24/26 0.88/5/29 | 0.99/7/15 0.51/17/7]  02a/m7 | 0.96/1/8 | 0.72/27/52 0.99/11/14]  0.84/12/43 6R18/66
13 | 0.97/31/35 0.79/5/33 | 0.99/4/23 0.89/136/163 M18%2 | 0.96/4/12| 0.58/-7/42 0.98/-11/32  0.91/32/58.56/-34/77
14 | 0.93/19/26 0.32/16/65| 0.93/3/54  0.92/109/132 8/0/88 | 0.92/-5/14 0.29/-2/62] 0.92/-13/59  0.91/18/41.61/-25/77
15 | 0.98/26/29 0.27/-26/111 0.98/32/44 0.57/24/8% 89/61/92 | 0.96/-1/11 0.23/1/109 0.99/-34/4h  0.51U@8/| 0.67/-29/63
16 | 0.81/34/41 0.82/-10/38 0.97/-28/f7 0.84/37/55 40M81/102| 0.81/3/18] 0.45/-47/16 0.96/121/159 O&IAS | 0.76/-20/35

G9
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Comparison between NARR and CLM outputs show thatming solar radiatiorR) and
temperatureTy;) are the two most correlated variables in thesesdtgaAverage Ror Ry / Tair

at 11 AmeriFlux sites is 0.96 / 0.97 in NARR, an@4)/ 0.97 in CLM. Compared to AmeriFlux
data, incoming solar radiation is 24% higher in NARange: 19% to 32%), and 0.5% higher in
CLM (range: -5% to + 5%). Average near surfacdeaiperature is 6% higher in NARR (range: -
3% to 32%), and 3% lower in CLM (range: -34% to }1#ARR outputs show higher
correlation (average®R0.59, range: 0.27 to 0.88) with observed preaijgih compared to CLM
(average R:0.46, range:0.23 to 0.72). Average monthly preatjuin is 1% lower in NARR
(range: -26% to 23%), and 1% higher in CLM (rangét to 27%) [Precipitation results include
comparison at 9 sites only, because at remainsige2 precipitation observation was not
satisfactory because of missing values]. CLM owpait latent heat flux show higher correlation
(average R 0.80, range: 0.51 to 0.93) with observation camgdo NARR outputs (averagé:R
0.71, range: 0.37 to 0.92). Average monthly latesat flux is 11% higher in CLM (range: -9% to
32%), and 59% higher in NARR (range: 7% to 1369YARR outputs for sensible heat flux also
show slightly higher correlation with observatiqaserage R 0.42, range: 0.02 to 0.89)
compared to CLM outputs (averagé& BR.40, range: 0.05 to 0.67). Average monthly deadieat
flux is 27% higher in NARR (range: -14% to 86%)d&%o lower in CLM outputs (range: -34%
to 58%).

Monthly mean and standard deviation (inter-annaaiability) of latent heat flux, sensible heat
flux, and precipitation from AmeriFlux observatig?dARR, and CLM outputs at the best
available sites (longest comparison period, aveBagears, range: 5 — 7 years) in each region are
shown in Figure 3.6. Seasonal variations (shapeasithly mean during the year) of latent heat
flux and precipitation are captured by both NARR &1LM (see Rin Table 3.5). However,
NARR latent heat flux shows higher positive biampared to CLM as discussed previously (see
bias in Table 3.5). Lower correlation of observegcgpitation with model outputs, compared to
temperature and latent heat flux, (Table 3.5) aadle to the multimodal (multiple peaks) nature
of precipitation distribution during the year inaCDfa, and Dfb regions. The seasonal cycle of
sensible heat flux show a bimodal pattern (two pehking the year) at many AmeriFlux sites,
particularly pronounced at the cropland site (88. Bol_CRO in Fig. 3.6). CLM does not
capture the bimodal pattern of sensible heat ftidlasites, and CLM shows only one peak in
seasonal cycle of sensible heat flux. NARR capttivedimodal pattern of seasonal variations in

sensible heat flux, particularly at US_Bol_CRO.diige bimodal pattern issue is discussed in
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detail in Section 3.5.4 and 3.5.5. NARR output &/ input data show the observed seasonal
cycle of near surface air temperature very welt @mwn; see &n Table 3.5). As shown in Fig.
3.6, regridding of NARR outputs did not change majraracteristics of the results such as the
bimodal pattern of sensible heat flux, higher pesibias in NARR latent heat flux compared to

CLM, and multimodal nature of precipitation distriton at the four sites shown in Fig. 3.6.

Many studies have identified error in energy bagaciosure at FLUXNET sites (Wilson et al.,
2002; Foken et al, 2008; Stockli et al, 2008). Ehesors are in the order of 20%, with
underestimation of latent heat flux and sensibkg Hax or overestimation of available energy
[Lht + Sht = 0.8 (Rn — GhtWilson et al., 2002]. Level 4 AmeriFlux data, tlhaes u* (friction
velocity) filtering, is expected to show better mgyebalance closure, because improvements in
energy balance closure are found with increasiicgdn velocity (Wilson et al., 2002). In the u*
filtering method, measured fluxes below the thrégsiu are discarded (mainly night time
fluxes), and filled with the other observationshwsimilar meteorological condition (gap filling).
However, in Level 4 AmeriFlux data, net radiatiarsarface albedo variables are not available,
and hence quantative evaluation of improvemenénargy balance closure cannot be made at
this time. In Section 3.5.6, NARR and CLM latenah#ux / ET outputs are evaluated using a

theoretical approach (Budyko curve) instead of gigimeriFlux observations.

The results presented in this section are basedmparison of a point scale observation (25 x
25m) with NARR grid cell (32 x 32 km) and CLM grietll (280 x 280 km) outputs. This
comparison raises an important question aboutdhdity of comparing point scale observations

with coarse resolution gridded climate model outpiis issue is addressed in Section.3.4.3.



68

Latent Heat Flux Sensible Heat Flux Precipitation

Cfa Region (US_MMS_DBF, 1999-2004)
80

200 250 -

—e—0Observation —e=NARR
| ==CM % NARR_Regrid

200 -

150 -

100

50

-50

Dfa Region (US_Bol CRO, 1997-2004)

80 200
60 150

40 100

BSk Region (US_Fpe_GRA, 2000-2004)

120 200
150
80 -

40 -

0

-40 -

Fig. 3.6: Monthly climatology of latent and sensible heak#és and precipitation at four
AmeriFlux sites, one each in Cfa, Dfa, Dfb, and B&gion. X-axis represent months 1
to 12 (Jan. to Dec.), and Y-axis represent morfthky (W/m?) for latent and sensible
heat fluxes, and monthly precipitation (mm/monthr) grecipitation. Error bar
represent 4 standard deviation in each case (AmeriFlux, Chkj NARR).
NARR_Regrid (blue broken line) is the NARR datariégd to T42 resolution as
described in section 3.2. Only mean values of NAR&yrid are shown.
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3.4.3 Spatial Variability in Point Scale Hydroclimatic €dyvations

The issue of comparing point scale observation wlithate model grid cell outputs is addressed
by looking into the spatial variability of monthpyecipitation and near surface air temperature
records at 71 USHCN stations in Indiana and llbn@iig. 3.7). A total of 113 years (1896 to
2008) of monthly records are included in the analySpatial variability is analyzed through pair-
wise spatial correlation, RMSE difference, semiaace, and statistical significance of
difference in the monthly mean observation. Theaye distance among pairs of sites, and the
number of station pairs for each distance is gimerable 3.6. The average distance ranges from
38 km to 524 km between any two stations, andad 6§t2485 station pairs are included in the

analysis.
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Fig. 3.7: Location of 71 USHCN stations in Indiana and bismwith CLM grid (T42 resolution)
in the background.
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Table 3.6:Pairs of USHCN stations and their distances

Sl Distance (in km) pairs of mean distance
No. stations (in km)

1 dist< 50 km 58 38

2 50 km < disk 100 km 204 77

3 100 km < dis& 200 km 635 153

4 200 km < disk 300 km 696 248

5 300 km < disk 400 km 552 345

6 400 km < disk 500 km 301 442

7 dist > 500 km 39 524

Spatial variability in monthly near surface air f@mature records is shown in Fig. 3.8. Spatial
correlation remains very high for all the distan(@gerage correlation coefficient = 0.90),
however its magnitude decreases with increasirtgriie (0.96 for 38 km distance and 0.82 for
524 km distance). The RMSE difference increases fB3°C for 38 km distance to 3%C for
524 km distance (average of 12 months). Semi-geain of temperature data (Fig. 3.8 (c))
shows a parabolic model with no nugget effect, seatigg that the scale of variability is larger
than the sampling interval (Kitanidis, 1997, p.&D- Statistical significance test (two sample T
test) of difference in the means show that the higrnemperature records are not statistically
different @ = 0.05) until an average distance of 248 km (Bi§.(d)). Spatial correlation and
RMSE difference for 248 km distance are 0.91 aBfT, respectively.

Spatial variability in monthly precipitation recar@és shown in Fig. 3.9. Spatial correlation of
precipitation records is lower than the spatiateation of temperature records because of the
higher variability and multimodal precipitation e in the region as discussed in Section 3.4.2.
Spatial correlation of monthly precipitation de@es from 0.82 for 38 km distance to 0.30 for
524 km distance (average = 0.55). The RMSE diffezancreases from 29 mm/ month for 38 km
distance to 64 mm/month for 524 km distance. Tinei-s@riogram of monthly precipitation (Fig.
3.9 (c)) shows an almost linear shape with smajgetieffect (410 mm/month ”2), suggesting
that most of the variability is at a scale lardert the sampling interval, but some variability may
be present at a scale comparable to the samplieyat (Kitanidis, 1997, p. 32-40). Nugget
effect is a discontinuity of semi-variogram at tregin (y axis intercept), obtained by fitting a

linear trend line to the mean semi-variogram cusivewn in Fig. 3.9 (c). Statistical significance



71

test (two sample T test) shows that the mean gtatign is not statistically different for 7
months (April to Oct.) for all the distances. Fiwefmonths (Nov. to March), mean precipitation
becomes statistically different for 441 km or gegatistances (Fig. 3.9 (d)). Spatial correlation

and RMSE differences for 248 km distance are OreBmm/month, respectively.
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Fig. 3.8: Spatial variability in monthly temperature recoed’1 USHCN stations in Indiana and
lllinois. (a) spatial correlation, (b) root mearuage difference, (c) semi-variance (d)
statistical difference (p value). Thin lines renetsmean value for each month, thick
black line represent average value calculated frermonthly value, and error bars
represent 4 standard deviation (average of 12 month).

The mean behavior of point scale observation ofthigiprecipitation and temperature records
suggest that point scale measurements are naitistaty different for at least 248 km distance in
Indiana and lllinois region. Similar to precipitati and temperature observations, ubiquitous
observations of surface energy fluxes are not abks] and hence, spatial variability analysis as
presented above cannot be conducted using spatsart term energy flux observations. Pair-
wise study is conducted using five or more yearsoofiparative records from available
neighboring stations to study the effects of climédrcing, and land cover types on energy flux

observations. The results from the pair-wise studypresented below, but it should be noted that
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these results are obtained by using a small sasigggminimum sample size = 5 and maximum
sample size = 9).
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Fig. 3.9: Spatial variability in monthly precipitation rectsrat 71 USHCN stations in Indiana and
lllinois. (a) spatial correlation, (b) root mearuage difference, (c) semi-variance (d)
statistical difference (p value). Thin lines regngsmean value for each month, thick
black line represent average value calculated treenmonthly value, and error bars
represent 4 standard deviation (average of 12 month).

Monthly observations of latent and sensible heats$ along with temperature and precipitation
are analyzed for three pairs of AmeriFlux sitesudmg: (i) US_MMS_DBF, and
US_BO1_CRO; (ii) US_Wecr_DBF, and US_Los_CSH; and(iS_Hal_DBF and

US_Hol ENF. The third pair of stations (US_Hal OBBS Hol_ ENF) located in the
northeast United States is included in the analystsuse of their longest available comparative
records (9 years). Summarized results for summary(@d Oct.) and winter (Nov. to April)
months are presented in Table 3.7.

AmeriFlux sites US_MMS_DBF and US_BO1_CRO are leddt77 km apart. Average
correlation coefficient for monthly temperaturéig5 and 0.82 during summer and winter

months, and is statistically significant for 4 mogeach in summer and winter. Correlation for
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other variables is low compared to temperatureetation, and these correlations are not
significant for most months. The summer months aotéor 87% of annual tot&®T for
US_MMS_DBF, and 74% of annual total for US_BO1_ CRO site. The magnitude of summer
latent heat flux ET is similar at both sites (73 Wfat US_MMS_DBF site and 70 Wt
US_BO1 CRO site), and they are not statisticalffedént for any month in summer. Sensible
heat flux is significantly different for most momstin summer, and the average magnitude of
sensible heat flux is 18 Wfat US_MMS_DBF, and 32 W/mat US_BO1_CRO. In winter,
however, the behavior is opposite with statisticdlfferent latent heat flux for all months.
Winter sensible heat flux is not statistically di@nt for 4 months at US_MMS_DBF and
US_BO1_CRO site.

AmeriFlux sites US_WCr_DBF and US_Los_CSH are led&2 km apart in north Wisconsin.
Temperature data at these two sites show low @tioal 0.30 for summer, and 0.33 for winter.
Low correlation in monthly temperature could be tudifferences in elevation (Table 3.1) and
terrain type (over-shaped ridge for US_Wocr_DDbfd anorly drained depression/wetland for
US_Los_CSH), but this issue is not investigatethis study. The summer months accounts for
90% of annual totET at these sites, and latent heat flET/is of similar magnitude at both sites
(48 W/nf at US_WCr_DBF, and 51 W/at US_Los_CSH site). Sensible heat flux is also
similar in magnitude (27 W/frat US_WCr_DBF, and 29 W/mat US_Los_CSH), and is not
statistically different for 5 months in summer. Dy winter, sensible heat flux has different
magnitude at these sites (26 W/a US_WCr_DBF, and 17 W/at US_Los_CSH), but the

difference is not statistically significant for fomonths.

AmeriFlux sites US_Hal DBF (in Massachusetts),d8dHol ENF (in Maine) are located 405
km apart. Monthly temperature shows correlatiod.@2 in summer and 0.84 in winter. Other
variables show relatively lower correlation (e.@3®for latent heat flux during the summer
months). The summer months account for more th&h &annual totaET at these sites.
Summer latent heat fluxdT at US_Hal_DBF is 56 W/mand 49 W/rhat US_Hol_ ENF site
(significantly different for two months). The seisi heat flux at US_Hal_DBF and

US_Hol ENF sites is statistically different for rho®onths in summer, and for three months in

winter.



Table 3.7: Pair wise comparative analysis of AmeriFlux oba&pns at selected site3, /P/Lht/Sht units are’C/mm per month/W per

m?/W per nf).
(a) For summer months (May to October, 6 months)
Sl. | Group Distance| Comparison Correlation NSSCM | Mean Value NSDMM
No. (KM) year Coefficient
US_MMS_DBF 19.9/100/73/18
1 177 1999-2006%* 0.75/0.23/-0.07/0.324/1/0/0 1/1/0/4
US_BO1 CRO 19.3/77/70/32
US_WCr_DBF 14.3/NA/48/27
2 = = 32 2001-2005 | 0.30/NA/0.21/0.40 O/NA/1/O 0/NA/1/1
US_Los_CSH 13.7/NA/51/29
US_Hal DBF 15.6/94/56/34
3 405 1996-2004 | 0.72/0.57/0.38/0.19 5/3/0/0 1/0/2/5
US_Hol ENF 15.1/79/49/44

v,



Table 3.7: Pair wise comparative analysis of AmeriFlux oba&pns at selected site3 4, /P/Lht/Sht units are’C/mm per month/W per
m?/W per nf; continued)

(b) For winter months (Nov. to April, 6 months)

Sl. | Group Distance| Comparison | Correlation NSSCM Mean Value NSDMM

No. (KM) year Coefficient
US_MMS_DBF 4.9/79/10/26

1 — = 177 1999-2006* | 0.82/0.57/0.53/0.46 4/1/1/1 0/0/6/2
US_BO1_CRO 3.6/61/25/20
US_WCr_DBF -3.5/NA/4/26

2 — = 32 2001-2005 0.33/NA/0.25/0.50 O/NA/1/2 0/NA/0/2
US Los_CSH -4.5/NA/6/17
US_Hal DBF 0.2/87/12/30

3 — 405 1996-2004 0.84/0.39/0.38/0.24 6/2/2/0 5/2/3/3
US_Hol ENF -2.0/57/8/19

Values are calculated for each 12 months sepayatetithen averaged/counted for summer and wirbathm, respectively. NSSCM:
Number of statistically significant correlation ntbr{p value< 0.05), NSSDMM: Number of significantly (statistizdifferent mean month
(p value< 0.05). * year 2000 is missing.

72
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3.4.4 Spatial and Temporal Distribution of Total RunaffMRB

Spatial distribution of annual total runoff basedWNH-GRDC composite runoff data, VIC
model, NARR, and CLM is presented in Fig. 3.10. &ptdor the UNH-GRDC dataset, for which
only monthly climatological mean values are avdddFekete et al., 2002), the other three model
outputs represent average annual total runoff ft888 to 1999. Data from 1988 to 1999 are
presented because VIC outputs are available fop#dréod only. All runoff datasets are shown at
their original resolutions, i.e., UNH-GRDC at Bresolutions (~ 50 km), VIC at 0.2Besolution

(~ 25 km), NARR at 32 km resolution, and CLM at Tré2olution (~ 280 km). The UNH-GRDC
data shows some discontinuity (lower runoff) in tees Kentucky. The VIC output follows the
precipitation gradient shown in Fig. 3.2(b), andvides better geographic distribution of runoff
in MRB (Roads et al., 2003). The spatial distribntof total runoff from CLM is visually
comparable to that from VIC; whereas NARR provitieger total runoff in all area of MRB.

The intra-annual variability of total runoff is shio in Fig. 3.11 (a). Naturalized observed runoff
from Maurer and Lettenmaier (2001) is also inclutethe analysis. The monthly runoff from
VIC is closer to the observation, with an RMSE af @im/month. The UNH-GRDC data show
lower monthly runoff from June to December, anddahaual average RMSE for UNH-GRDC
data is 6.2 mm/month. The monthly runoff from CL&/higher during winter months, and is
comparable with VIC runoff during summer monthsnipared to the observed runoff data from
Maurer and Lettenmaier (2001), annual average RMSE_M monthly runoff is 7.7 mm/month.
The runoff data from NARR is lower for all monttagd the annual average RMSE in NARR is

12.7 mm/month compared to Maurer and Lettenma@dXp

The annual time series of total runoff is showifrig. 3.11 (b), and the annual total runoff
statistics are presented in Table 3.8. VIC outpiid dnatch closely with observations, with a
correlation coefficient of 0.94, bias of 2%, and 8Mof 13 mm/year. The total runoff from CLM
is higher for all years, with a bias of 19%, and &of 47 mm/year. Higher annual runoff from
CLM may be due to higher runoff during winter masls mentioned in the previous paragraph.
Overall, CLM total runoff captures the inter-annuafiability, with a correlation coefficient of
0.91. CLM total runoff results found in this stuase consistent with findings of Oleson et al.
(2008), who also found higher overestimation cltotinoff and high correlation coefficient.
NARR gives lower total runoff for all years, withbéas of -62% and RMSE of 151 mm/year. In

addition, NARR data show relatively poorer cornelat(correlation coefficient: 0.52) in
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comparison with CLM. Regridding of NARR data did mffect monthly or annual runoff results
in MRB (Fig. 3.11).
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Fig. 3.10: Spatial distribution of annual total runoff (mmé&y®in MRB (a) UNH-GRDC
composite runoff data (b) VIC model [1988-1999] ARR [1988-1999] (d) CLM
[1988-1999].

Table 3.8: Annual total runoff statistics (1988 — 1999) in BIR

ID mean Correlation| RMSE
mm/year coefficient mm/year

Observation 237

UNH-GRDC 187

VIC 242 0.94 13

NARR 89 0.57 151

CLM3.5 281 0.91 47
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Fig. 3.11: Temporal distribution of total runoff in MRB (atra-annual variability (b) inter-
annual variability. NARR_Regrid (blue broken linehe NARR data regrided to T42
resolution as described in section 3.2. Observasidrom Maurer and Lettenmaier
(2001).

3.4.5 Results Summary

NARR and CLM outputs are evaluated for surface nae energy fluxes in MRB using energy
flux observations, and other relevant data/modguts (e.g. runoff observations). Monthly
climatology of near surface air temperature andipitation of NARR is comparable to CLM
and PRISM data. However, sensible heat flux arehtdteat flux differ significantly between
NARR and CLM outputs. Compared to average AmeriFata from 11 sites, NARR shows
relatively higher biases in incoming solar radiat{84%), sensible heat flux (27%), and latent
heat flux (59%); whereas CLM shows relatively derdbiases in incoming solar radiation
(0.5%), sensible heat flux (-2%), and latent hkat {11%). Similarly, annual and monthly total
runoff is also better simulated by CLM compared#aRR. Based on 25 years (1980 — 2004)
monthly climatology water and energy balance coreptsin MRB, NARR has 11% energy
balance closing errotfit + Sht + Ght = 1.11 B and 12% water balance closing erfeil (+ N =
1.12 B; whereas CLM does not have water and energy balelosing error by virtue of model
design. Net radiation in NARR (84.7 Winis higher compared to CLM (69.7 W/mOverall,

CLM outputs provide better characterization of aoef water and energy fluxes in MRB.

The issue of comparing point scale observations gridded model outputs is addressed by
using 113 years of monthly precipitation and terapee records at 71 USHCN stations in
Indiana and lllinois. It is found that monthly prgitation and temperature are not statistically

different for at least 248 km distance in Indiand #linois. Analysis of pair-wise energy flux
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observations from neighboring stations show thigcé$ of land cover type on summer latent heat
flux/ET (which is greater than 80% of annual td&d) is minimal. Sensible heat flux show higher

difference compared to latent heat flux at neighfgpstations with different land cover types.

3.5 Discussion

3.5.1 Reanalysis as Surrogate for Observations

Reanalysis data / outputs are often used as agstieréor observations for verification of climate
model outputs (Covey et al., 2003; Gates et aB918umar et al, 2010; Lambert and Boer,
2001; Richler and Kim,2008; http://www.cgd.ucar &thos/diagnostics/ ), and other relevant
hydroclimatic studies (Dominguez and Kumar, 2008prihguez et al, 2008; Diffenbaugh, 2009;
Fall et al., 2009). This study used an improvedizerregional reanalysis product (NARR,
Mesinger et al., 2006), and found that while pregatipn and near surface air temperature are
comparable to observed dad, and runoff outputs have significant biases. Theemand energy
balance error observed in NARR could be due taggimilation of a limited number of available
hydroclimatic variables in the NARR system, (iiabés imet radiation, and (iii) parameterization
of surface energy fluxes in NARR. While precipitatiis an assimilated variable in NARR,
sensible heat flux, latent heat flux and runoff moeassimilated in NARR. This finding suggests
that reanalysis fields for which observations areassimilated (e.g. sensible and latent heat flux)
should be used with caution. Some aspects of sudaergy flux parameterization difference
between NARR and CLM are discussed in Section 3.5.5

3.5.2 Point Scale Observations versus Gridded Model Qutpu

Reanalysis data or other climate model outputs bavadvantage of being continuous in spatial
and temporal domain. In contrast, AmeriFlux datasgarse in spatial domain, and are available
for a relatively short temporal domain (less tharygars). This study show that CLM outputs are
comparable to point scale energy flux observatainsany sites, and CLM also produces better

results (e.g. runoff for the MRB) at the continéii@sin scale (3.2 million sg. km) compared to
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NARR. Hence, in addition to providing valuable infation for model development (Stockli et

al, 2008), point scale observations are valuabiasg# for evaluation or verification of global and
regional climate model outputs. Point scale enfitgyobservations cannot replace reanalysis
outputs, but can provide first order assessmertidtr reanalysis data and climate model outputs.
Hence, point scale observations should be takercimsideration alongside available reanalysis

outputs in hydroclimatic studies.

Comparison of point scale observations with climatelel grid cell outputs also brings up the
issue of spatial scale, and how the heterogeneiiygography, land cover and soil within a
model grid cell are captured in a point measureniResults from this study show that the issue
of scale and heterogeneity are masked at monthky sicale over the grid cell size of 280 km
used in this study. Vinnikov et al. (1996) havepweed statistical models for spatial and
temporal variability for soil moisture observatianghe mid-latitude region (former USSR),
having similar formulation (first-order Markov pregs). Temporal averaging within a month in
the same year, and averaging during the same mforttgferent years could be compensating
for the spatial variability within a grid cell f&T or latent heat flux measurements shown in Fig.
3.6. This, however, may change for different vddalin different regions such as mountainous

regions.

This study also found that the correspondence ltyweint scale measurement and CLM grid
cell output is poor in the Rocky mountain range (M1 ENF site). Some past studies (e.qg.,
Han and Roads, 2004) have shown that a high réslclimate model performs better in a
mountainous region compared to a low resolutiomate model such as T42 resolution (280 km)
in CLM. The spatial variability analysis conduciadhis study using precipitation and
temperature data from Indiana and lllinois (releivlat topography) may not remain valid for
the highly variable topographic regions (e.g. Roglguntain region). Higher resolution climatic
models may be needed for similar analysis in monaote regions. For example, NARR (32 km
resolution) performance is better for precipitataomd temperature compared to CLM forcing data
(280 km resolution) at US_NR1_ENF site (Table 3.5).
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3.5.3 Effect of Land Cover Type on Sensible and LaterdtHduxes

Point scale measurements of sensible heat flutoarel to be less correlated with the nearest
climate model grid cell outputs compared to latezdt flux measurements (e.g. average
correlation coefficient of CLM and AmeriFlux is @.8or latent heat flux, and 0.40 for sensible
heat flux; also see Randerson et al., 2009). Pige-asomparison of AmeriFlux observations
(Table 3.7) show that sensible heat flux has adrigifference compared to latent heat flux at
neighboring stations having different land coygess (e.g. summer average latent heat flux and
sensible heat flux for US_MMS_DBF/ US_BO1_CRO sites 73/70 and 18/32 Wfm
respectively). These results suggest that lanéseifieterogeneity (e.g. land cover type) has
higher effects on sensible heat flux comparedtentsheat flux; i.e. land surface hydrologic
responseKT/latent heat flux) is more stable compared to #émel Isurface thermal response
(sensible heat flux). This finding is consistentmsome previous studies including the African
Monsoon Multidisciplinary Analysis (AMMA) project lnere Ramier et al. (2009) found that the
stability inET is achieved at the expense of variability in ottreergy (e.g., sensible heat flux)
and water balance components (e.g., soil wateag®r Similarly, by using six years of energy
flux data in a Mediterranean climate region (cdr@aifornia), Ryu et al. (2008) found that the
inter-annual variability in ET is much less comuhte the two fold change in annual

precipitation during the observation period.

3.5.4 Bimodal Pattern of Sensible Heat Flux

A bimodal pattern in monthly climatology of sensiliieat flux is found at four crop cover
AmeriFlux sites in Dfa region. For one crop covendyiFlux sites in Cfa region
(US_ARM_CRO), bimodal pattern of sensible heat fkas not found. For two irrigated crop
cover sites (US_Nel CRO, and US_Ne2_CRO), mear wdlsensible heat flux is nearly zero
or slightly negative during July and August montlikjch also coincides with highest latent heat
flux months in the year (not shown). This specl@momenon was explained by Tanner and
Lemon (1962) and Monteith (1965) as the effectdvieztion of dry air over cooler and water
sufficient crop are&ET from irrigated crop area exceeds net radiatiod,le@nce temperature of
irrigated crop area is lower than the air tempegatiihe deficit in the energy demand is met by

the downwind transfer of sensible heat flux from tharmer air into the cooler crop area
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(negative sensible heat flux). During the senese@eciod ET decreases, and gradually sensible

heat flux becomes the dominant energy flux (Lile2805).

3.5.5 Model Parametrization Differences NARR and CLM

NARR captures bimodal pattern of sensible heatdiusrop sites (e.g. US_Bol_CRO), whereas
CLM does not capture the bimodal pattern of seadieht flux (Fig. 6b). NARR uses the Noah
land surface parameterization scheme (Chen andi®u@b01), where sensible heat flux is
calculated as the residual of the energy balamoest&ht = R — Lht — Ght Sridhar et al., 2002),
henceShtcan become uncoupled from temperature seasof@atieypeak during the year) st

+ Ghtapproaches tBn Whereas in CLM parameterization, sensible heatii calculated as
heat transfer from ground/vegetated surface to spimere using the temperature difference
between the atmosphere and ground/vegetated sadabe potential difference and
aerodynamic resistance as resistance based ors@mn({Oleson et al., 2004, page 56-64).
Hence, it is less likely th&htcan become uncoupled from temperature seasoimal@izM.
Ground heat flux is calculated as the residuahefdanergy balance terms in CLEIt = R, —

Lht — Sht Oleson et al., 2004, page 77). Although the spppsigns of ground heat flux cancel
each other at longer time scale (e.g. annual),rgtdweat flux can be substantial at daily time
scale. Ramier et al. (2009) show the mean abseélte of ground heat flux as less than 7% of
(Lht + Ght) based on two years of observations in the AMM@jgut. During wet spells, soil
releases the heat to the atmosphere; whereas dhbemyy spell, soil gains heat from the

atmosphere (Ramier et al., 2009).

Based on a point scale model run at three flux t@ites, Wang et al. (2008) found that the
ground heat flux is poorly simulated compared terlaheat flux and sensible heat flux in the
CLM (version 3) model. On the other hand, Sridhaale(2002) found good correspondence
(statistically significant strong correlation) bet®n measured and modeled ground heat flux at 7
flux measurement sites in Oklahoma using the Naat surface model. There could be other
parameterization differences that may be contmigutd the differences in sensible heat flux
monthly climatology that is seen in this study.thar investigation of this issue may require
running the CLM and Noah land surface model atfgeale. Santanello et al. (2009) have

compared CLM and Noah land surface model coupléld eNfferent Planetary Boundary Layer
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schemes, but their analysis results are limitediumal time scale, and are not sufficient to

analyze the seasonal cycle.

3.5.6 Evaluation of NARR and CLM ET using Budyko Curve

Large differences between NARR and CLM latent fleaes in the eastern part of MRB (Fig.
3.4), and energy balance closure issue with AmexiBbservations (Section 3.4.2) warrant
further investigation of this issue using some petelent approach. Budyko Curve is a top-down
approach for basin average ET estimation as opgogaottom-up process based approach e.g.
NARR and CLM. Budyko postulated that for long tearerage, under very dry conditions actual
ET is limited by precipitation, and under very wenditions actual ET is limited by available
energy (Budyko 1958). Between these two limits mlper of curves have been proposed to
account for increasing complexity e.g. catchmeratieristics and finer temporal scale (Milly,
1994; Koster and Saurez 1999; Zhang et al, 20004,2and 2008). Fig. 3.12 shows Budyko
curve given in Eqg. 3.5. This curve is applicabletfee steady state conditioAg = 0 in Eq. 3.1,
long term annual mean), and its validation over @a@hments has been shown in Zhang et al.
(2001).

ET_  1+wl®
P 1+w+od™

R,

where® (= ﬁ) is the dryness index, amdis the plant available water coefficient (w = £00

(3.5)

forest, and w = 0.5 for short grass and crops).

The performance of CLM and NARR ET in the Ohio dmshnessee Basin (the eastern part of the
MRB, Region 05 and 06 Fig. 2(c)) are evaluateddng term annual mean (1980 — 2004; Fig.
3.12). The observed mean annual ET for the OhioTamhessee basins is calculated as the
difference between observed mean annual precipitétising PRISM data) and the observed
mean annual streamflow data at United States Gieallo§urvey (USGS) gauging station #
03611500 (Ohio river at Metropolis, Illinois withdaainage area of 0.52 million sg. km). The
observation falls on the Budyko curd&T(/P = 0.58, and? = 0.80), whereas NARR shows an
overestimation of ETET/P= 0.92, andd = 1.12), and CLM show underestimation of EIT(P

= 0.35, and? = 0.85). Observed ET estimates can have someyeobkias due to flow
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regulations upstream of the gauging station (~ B#uyrer and Lettenmaier, 2001; USGS Water
Data Report 2009). Lowé&T/Pin CLM is also consistent with the overestimatiérCaM runoff
as discussed in Section 3.4.4. Budyko approachcalsfirms that NARR overestimates ET in
MRB.
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Fig. 3.12: Performance evaluation NARR and CLM ET outputaggudyko curve in Ohio-
Tennessee basin for 1980-2004 annual average.

3.5.7 Comparison with the WEBS study

A comparison of this study with the WEBS study fimaijor surface water and energy budget
terms (ET/P, N/P, Lht/Rn, Sht/Rn) is presentedabl& 3.9. Partitioning of precipitation into ET
and runoff has not significantly improved in NARR@mpared to REAN1 and REAN2. ET
approximately balances total precipitation in latke reanalysis products. In NARR, water
balance closing error (ET + N = 1.12 P) is simitaREAN2 (ET + N = 1.11P). It seems that
runoff is not an important variable for climate nets] as also seen in GSM, RSM and ETA
results (The WEBS study). CLM which is run in afi mode produces results comparable to the
VIC model. CLM coupled model run (coupled with aspbere and ocean components) is not

available for evaluation. Latent heat flux has dased and sensible heat flux has increased in
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NARR compared to REAN1, REAN2, GSM, and RSM. Treaigsof negative sensible heat flux
during winter as identified in the WEBS study hapioved in NARR (Fig. 3.5 and 3.6).

Table 3.9: Comparison with the WEBS study.

The WEBS Study This Study
REAN1 | REAN2 | GSM | RSM | ETA | VIC | NARR | CLM | OBS
ET/P | 1.02 1.05 0.89| 0.8 094 0.1 1.00 0.66 0.71
N/P 0.06 0.15| 0.09| 0.17 0.29 0.12 0.34 0J29
Lht/Rn | 0.77 0.85 0.75| 0.75] 0.64 0.63 0.70 0.59
Sht/Rn| 0.13 0.10 0.17) 028 0.34 0.833 0.4( 0.89

The WEBS climatology is for 1996 to 1999, NARR &2IdM (This study) is for 1980 — 2004,
and the observation (OBS) is for 1988 to 1999. @®MeskET is estimated as the difference
between average PRISM precipitation and averagealeted runoff for 1988 to 1999. Details of
the WEBS study are given in Roads et al. (2003).

3.6 Concluding Remarks

This study highlights the differences in climatedaboutput (CLM), observations (AmeriFlux)
and reanalysis products (NARR) in hydroclimaticesssnents at continental basin scale.
Hydroclimatic variables for which observations aot assimilated in the reanalysis products (e.qg.
ET and runoff in NARR) should be used with cautiondwaluation of climate model outputs.

For example, evaluation of CLM using NARR only nslow that CLM underestimat&g or

latent heat flux, and overestimates sensible heairf MRB (Fig. 3.5). However, this is not the
case as found in this study because CLM ET out@itines more closely with AmeriFlux data
compared to NARHFET (Fig. 3.6).

The availability of AmeriFlux observations in retgears has proved to be an important data
source to improve our understanding of land suréameatmospheric interaction such as
variability in latent heat flux compared to sensibkat flux and bimodal seasonal cycle of
sensible heat flux as found in this study for MR&ues related to scaling (point scale
measurement versus climate model grid cell outfartd)energy balance closure in Level 4
AmeriFlux data should be addressed in future stusliethat AmeriFlux observations can be used

more extensively in hydroclimatic studies.
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Spatial variability analysis of monthly precipitati and temperature using 71 USHCN in Indiana
and lllinois show that monthly precipitation andhfgerature vary at a scale larger than the
average distance (39 km) between any two neighppatations in this study. Gridded network of
AmeriFlux sites is needed to conduct similar stad@ latent and sensible heat fluxes. Pair-wise
analysis of energy flux observations at neighboAngeriFlux sites in this study is limited by
small sample size. Field experiments similar toAMMA project (same climatic condition and
different land cover type, Ramier et al., 2009)ha mid-latitude region can give more

information on effects of land surface heteroggneit sensible versus latent heat fluxes.

Surface energy flux parametrization and formulatidferences between the NOAH land surface
model (land component of NARR) and CLM discussethis paper indicates room for further
improvement in CLM (how to capture bimodal seasayale of sensible heat flux,
underestimation of ET in the eastern domain). Basale energy and water balance study as well

as the Budyko approach show overestimatioB bin NARR.

NARR data show significantly lower (62%) total rdii@ MRB. This finding is consistent with
other studies related to hydrologic validationedimalysis data (Hagemann et al., 2005; Lucarini
et al., 2007), as well as the WEBS study. Assinaitabf observed runoff data may address this
issue in future reanalysis projects. CLM has retdyi improved runoff output that is comparable

to a mesoscale hydrologic model runoff output (\iGhis study).

This study is constrained by the limited numbemaoidels (CLM and NARR) and only one study
region (MRB). Similar studies incorporating otheodels as well as other study areas will help to
bring more confidence in the global climate modeiusation results, which can then be used for

regional scale water resources planning and maregem



87

3.7 Summary

The North American Regional Reanalysis (NARR) andn@wunity Land Model (CLM, version
3.5) outputs are analyzed to characterize the aisfater and energy budgets in the Mississippi
River Basin (MRB). NARR and CLM performance arelaated with reference to energy flux
observations from 16 AmeriFlux sites in MRB. Thsue of point scale observations versus
climate model grid cell outputs is addressed byyaina the spatial variability in long term
monthly precipitation and temperature observatiom® 71 United States Historical Climatology
Network stations in Indiana and lllinois. The modetputs are also evaluated for their ability to
capture spatial and temporal variability in totahoff. Compared to average values at 11
AmeriFlux sites in MRB, NARR show higher biasesngared to CLM) in incoming solar
radiation (24%), sensible heat flux (27%), andriatesat flux (59%); whereas, CLM show
smaller biases (compared to NARR) in incoming srddiation (0.5%), sensible heat flux (-2%),
and latent heat flux (11%). Seasonal cycle of okezksensible heat flux in the crop region show
two peaks (bimodal pattern), which is captured BARR, but CLM does not show any bimodal
pattern. Based on 25 years (1980 — 2004) monthhyatblogy in MRB, NARR has 11% energy
balance closing errotatent + sensible + ground heat flux = 1.11 netigtdbn) and 12% water
balance closing erroeyapotranspiration + runoff = 1.12 precipitatignwvhereas CLM does not
have water and energy balance closing errors, pintue to model design. In comparison to
the observed mean annual runoff of 237 mm/yr basetP88-1999 data in MRB, NARR and
CLM mean annual runoff values are 89 mm/year aridr@B/year, respectively. Overall, CLM
provides relatively better characterization of aoef water and energy fluxes in the MRB

compared to NARR.
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CHAPTER4. LAND COVER CHANGE IN THE UNITED STATES

4.1 Introduction

Land-cover change is an important phenomenon tebbcurred globally over the past several
centuries. Between 1700 and 2000, the global exfematural vegetation has decreased by 45%,
and agricultural land area has increased by 50@Mgifatz et al., 2008, Scanlon et al., 2007).
Land-cover change has several important implicatiooluding: (i) changes in global and
regional climate (Bonan, 1997, 1999; Brovkin et28l04; Kumar et al., 2010; Lawrence and
Chase, 2010; Matthews et al., 2004; Pielke e2802; Pielke and Niyogi, 2010); (ii) changes in
the hydrologic cycle through evapotranspiratiomaff, and irrigation (Baldock et al., 2000;
Gordon et al., 2005; Yang et al., 2010; Zhang actalihg, 2006); (iii) acceleration of the
biogeochemistry (Gruber and Galloway, 2008; Basal.eR010); and (iv) fragmentation and/or
loss of habitats (Carlisle et al., 2010). Whileuanber of studies have documented historical
land-cover change (Goldewijk and Drecht, 2006; Patzget al., 2008; Ramankutty and Foley
1999), the underlying governing mechanisms of lameker change has not been explored in
sufficient detail. For example, how the contributiof different driving forces (e.g. socio-

economic versus biophysical drivers) have changezligh time remains to be investigated.

The environmental change history of the Unitede3té relatively new (1600 to present) and
well documented. For example, high resolution (¢plevel) population data since 1790 are
available, and agricultural data since 1850 sedlable (Pastore et al., 2010; Waisanen and
Bliss, 2002; Whiteny, 1994; Williams, 1989). A largeographic area of the conterminous
United States (8.08 million kinwith variable topography and climate (84 levéle¢oregions;
Omernik, 1987), and settlement history during t88dnd 26' century offer an opportunity to
explore contributions of land-cover change driverthe United States. Based on the knowledge
of the agricultural history of the United Stategy(F.1, and for details see Section 4.2), thigstu
attempts to relate the historical spatial and tenapzhanges in cropland cover from 1850 to 2000

to socio-economic and biophysical drivers. More@imwe have attempted to answer the
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guestion — why do we see what we see (Fig. 4.13tétanding contributions of land-cover

change drivers will be helpful for the modelingfatfure land-cover change scenarios.

Studies related to the global historical distribotof cropland (1700 to present) are mainly based
on coarse-resolution crop-inventory data (natiaudi/national scale, Ramankutty and Foley,
1999), and population density as the primary drigecropland distribution (Historical Database
for the Global Environment [HYDE3], Goldewijk andézht, 2006). HYDE3 study found the
population density to be an unsuitable proxy faptand distribution during the $@entury.

Unlike these coarse-resolution global-scale stydreesUSGS (United States Geological Survey)
Land Cover Trends Project is very high resolutind data intensive (based on 10 km x 10 km
random samples in each ecoregion, and change idetécm Landsat images; Loveland et al.,
1999). However, the Trends project provides infdramafrom 1973 — 2000 only, thus making it

inadequate to answer the question posed in thily stu

The specific objectives of this study, which isnparily designed on the reverse engineering
concept (object to theory), are to: (i) quantifg tontribution of drivers for cropland spatial
distribution in the conterminous United States fro80 to 2000; (ii) study cropland trajectory
and its variations among ecoregions by fitting barid/analytical function to normalized cropland
% (NCP, see Eq.4.1) in each ecoregion; and {iijysthe effect of inter-annual, and inter-

decadal climate variability (precipitation) on ttr®pland trajectory.



Fig. 4.1: Cropland distribution in 1850, 1900, 1950, and®00

06
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4.2 Data and Methods

Data used in the study are listed in Table 4.1dath are re-gridded to a common resolution of
0.5° (approximately 50 km) to match with county resalnt{approximately 42 km). A GIS
(Geographic Information System) program is deveddjpere-grid county based population
density and cropland percentage data (1850 to @éo@ecade). Population and cropland
estimates are taken from the United States ceratad(lottp://www.nhgis.org; Waisanen and
Bliss, 2002). High resolution (1-km) elevation, 9 and topographic index data are re-gridded
using the local area averaging function (area_héalpin NCL (NCAR [National Center for
Atmospheric Research] Command Language). Drynelexi(Dl) is an indicator of water
potential (water rich versus water poor regionsy] & calculated as the ratio of annual
evaporative power (net radiation divided by latesat of vaporization) to precipitation (e.g., DI
< 1 means humid region, and DI > 1 means semiadry region). Annual temperature and
precipitation data are based on high resolutiokn@PRISM climate data (1950 to 2000
average). The biophysical suitability index fortoudtion (SUIT) is a function of growing degree
days, moisture index, soil carbon content, and Rghfankutty et al., 2002). The selection of
land-cover change drivers is based on the pasdtiitee (see Table 3 in Sohl et al., 2007) and

availability of spatial data for the conterminousitdd States.

An ecoregion denotes a relatively homogeneousianeams of soil, topography, climate,
vegetation and hydrology. Ecoregions are desigraddtie spatial framework for environmental
resource management by the U.S. Environmental ®iateAgency (EPA), and this framework
has been used in a number of land-cover changi&st(elg. Brown et al. 2005; Loveland et al.,
1999; Sohl et al., 2010). There are 84 Level-lbregions in the conterminous United States, and
ecoregion delineation is obtained from EPA
(http://www.epa.gov/wed/pages/ecoregions/levelivihtm; Omernik, 1987). Half-degree
resolution data is clipped to the ecoregion bouedaand ecoregion average values of all
variables are obtained using the local area avegagethod. Fig. 4.1 shows ecoregion average
%cropland data for 1850, 1900, 1950, and 2000.dfpon average values for driver variables are
shown in Appendix-A.
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Table 4.1: List of dataset used in the study.

Sl. | Dataset Source Original Regridding | Final
No. Resolution | Method Resolution
1 | Population Density (PD) | NHGIS? County @ﬁghted
h
2 | Cropland % (CP) WB200Z (~ 42 km) average
3 Elevation (ELEV)
4 | Slope (SL) HYDRO1K? | 1 km
5 | Topographic Index (TI) local area
averaging | 05d

6 Dryness Index (DI) (~50 ekgqr;ae
7 Annual Temperature (AT) PRISM 4 km
8 Crop Suitability Index N

(SUIT) RM2002 0.5 degree (~50 km)
9 Water and Wetland %

(WP) NLCD200F | 30 m Local area
10 | Urban land % (UP) sum

a- PD and CP estimates are from 1850 to 2000 m=dde b - National Historical Geographic
Information System; ¢ - Waisanen and Bliss, 2002UU&GS topographic datasets derived from
30 arc-second (~ 1 km) digital elevation modelRarameter-elevation Regressions on
Independent Slopes Model; f - Ramankutty et al022@ - National Land Cover Dataset 2001; h
- County resolution (~42 km) is based on averagmigoarea (1766 km?2) of the conterminous
United States.

A multiple linear regression model with stepwiskeson method (entry and stay significance
level = 0.10) is used to determine major drivenglaxing variance in the spatial distribution of
%cropland for each decade from 1850-2000. In thevese selection method, variables already
in the model do not necessarily stay in the mobielget a more meaningful result, only
ecoregions having average population density aftgrehan one person/kmare included in the
stepwise regression analysiBower transformation (Box & Cox transformatiomused to bring
non-normally distributed variables into a normaitdbution. Only one in a pair of independent
variables having higher correlation (correlatioeffigient > 0.7) is included in stepwise

regression, and model residuals are checked fonaldy using a quantile-quantile plot.

! This threshold is 10 times threshold used in HY Di&&lel for cropland distribution because for HYDE3
model simulation time period is 1700 to 1900, whsri this study major focus is from 1850 to 200/@
also recognize that this threshold is an arbitrampnber.
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To describe the cropland trajectory (time seriemnf1850 to 2000 a hybrid analytical function

(gamma + bethis fitted to the normalized %cropland (Eq. 441 éach ecoregion.

cp

NCI?,y =—__*100 (4.1)
maxCR)

F(0 =T (0+B() 42)

whereNCR, is the normalized %cropland for yeaf1850 to 2000 per decade) in ecoregion
CP,, is the %cropland for yearin ecoregion, andmax(CP) is the maximum cropland
percentage in ecoregiotetween year 1850 and 20@R,,,). First a gamma function is fitted to
NCP, then beta function is fitted to absolute valueesidual NCP (x) —/(x)). Gamma and beta
function parametersi(@@ands for gamma function, andandw for beta function) are optimized by
minimizing the sum of squares residudd@P (x)-{F(x)}] *2). Here x is decade number (1 to 16)
for 1850 to 2000. Goodness of fit is evaluatedceimis of Nash-Sutcliffe Efficiency coefficient

(NSE). Model formulation details are given in AppenB.

Inter-decadal change in %croplar@RC, = CP,, — CR, .19 during the 28 century is analyzed
against inter-decadal and inter-annual precipitati@riability using correlation analysis. Inter-
annual precipitation variability is quantified asmber of years in a decade having mean
standardized departure (absolute values) greaaraherage mean standardized departure for the
20" century using PRISM data.

4.3 Results

The contributions of different drivers of land-cowhange in explaining variance in cropland
spatial distribution (partia®’) are shown in Fig. 4.2. More than 80 percent (@yer 87%)
variance is explained during the second half oflfecentury, and more than 70% (average:
76%) variance is explained during thé"2@ntury. Population density was the major driver
during the 19 century, but its contribution has decreased dutiegast decades of the™9
century and early half of the ®@entury. In the recent decades (1970 to 2000)lptpn
density does not explain any variance in croplaatial distribution. Biophysical suitability for

cultivation (SUIT) has shown increasing influenceidg the 28 century, and has become a
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major driver since 1920. The contribution of biogitgal suitability has remained major and

steady (~60%) in the recent decades. Other mimighlas explaining variance in recent decades

are elevation (~10%), and annual temperature (B¥gression coefficient sign (+/ -) shown in

Fig. 4.2 are the same for all decades. Furtheilsi@et@ given in Appendix-C.

The time series data of %cropland, %urban land papdlation density, shown in Fig. 4.2, are

average values for the conterminous United States %urban land is based on an urban-model

for which population density is found an adequaieed (R*: 0.77; urban-model details are given

in Appendix-D). From 1850 to 2000, the populati@msity has increased twelve fold from 2.9 to
34.4 persons/kfand % urban land has increased three fold frd%to 3.4%. The %cropland
reached its peak (28%) in 1940, and shows a stedine since then to reach 22% in 2000.

Crop Percentage Vareince Explained

(partial RSquare)

©

o

o
o
o

o

o

. AT (_) N D| (_) -T|(+) 70
 \\/P (-) EENELEV (-) SUIT (+)
= PD (+) = CP (%) == PD (person/km2) r 60
et UP (%)

= [ ] - - 50

o

- 40 2

o

Q

- 30 E
- 20
- 10
T..OIT....IIOOOT 0

185C 187C 189C

193C 195C 197C 199C

191C
Decade

Fig. 4.2: Crop percentage variance explained by socio-ecan@®®) and biophysical (SUIT,
ELEV, AT, Tl, WP, and DI) factors in the contermusUnited States. Time series
(conterminous USA average) of crop percentage, latipa density, and urban
percentage are also shown.
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Fig. 4.3 showdNCPtime series and fitted hybrid analytical funct{éifx)] for two example
ecoregions (Eco58, and Eco54). These two ecoregi@epresentative of two major cropland
trajectory observed in the data: (1) cropland tmicually declined after reaching its peak (e.g.
ecoregions in the New England region), referredstaeclining cropland trajectoryin the
remaining text, and (ii) cropland has stabilize@afeaching its peak although at slightly smaller
level (e.g. ecoregions in the Corn Belt), refetieds Stabilized cropland trajectoiyn the

remaining text.

The hybrid function adequately describes&P time series for all ecoregions (average NSE:
0.94). The beta function is the secondary funatiatihe hybrid function, and it describes
approximately 19% of total area under the curveett function parametekfo < 1 then the beta
function compensates for the gamma function residuhe first half ofNCP time series (Fig.
4.3 (a)). Mo > 1 then the beta function compensates for thengaifnction residual in the
second half oNCPtime series [Fig. 4.3 (b)]. The scale parameigp{ the gamma function is
negatively correlated with peak crop percentage fyemr CPn.y, correlation coefficient: -0.54,
see Appendix-E]. Higher values of the shape paranek of the gamma function indicate lag
start [dNCP)/dt = 0 for initial decades] in tHeCP time series. A ratio of beta function area to
gamma function area from 1940 to 2000 [ArBa%-2000) indicates compensating effect of beta
function over falling limb of gamma function duritager half of 28 century. YearCPuay)

refers to the peak crop percentage year in the Aatble comprising of gamma and beta
function parameter$NSE CPray Year CPmay), ArB2Gug40-2000y and SUIT for all ecoregions are

given in Appendix-E.
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(a) Ecoregion 58 [NSE: 0.98, gamma(.79, (b) Ecoregion 54 [NSE =0.97,
3: 4.07), beta( 1.16,m: 6.14), beta gamma@=2.46,6=4.25), betd(=6.11,
function area/total area: 0.10, GR 36% ®=1.46), beta function area/total area:
(1880), SUIT: 0.27] 0.18, CR»,=83% (1910), SUIT=0.90]

Fig. 4.3: Normalized %cropland time series in ecoregiondsigl 54.
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Fig. 4.4(a) shows USA major crop ecoregions (hisady that haveCP,,.> 30% (a total 40
ecoregions). Major crop ecoregions are mostly kxt# the eastern and central part, and cover
49% of the conterminous United States a€R..,is positively correlated with SUIT index
(correlation coefficient: 0.51, also see SP5) mriajor Crop region. Out of 40 ecoregions, 28
ecoregions have SUIT 6.50 (Group A), and the remaining 12 ecoregion®&UJIT < 0.50
(Group B). In Group A, 93% ecoregions (26 out of &8ow Stabilized cropland trajectoty
(averagedo: 5.4, average ArB2ao-2000y 0.35); and in Group B, 75% ecoregions (9 outdf 1
show declining cropland trajectoryaveragel/m: 0.31, average ArB2&a40-20005 0.05). Hence, it
can be argued that if a region is biophysicallyahle for agricultural activity (SUIT > 0.5), then
it is more likely that the agricultural activity V&been/will be sustained in the region [e.g. Fig.
4.3(b)]. On the other hand, ecoregions where alimiai activity had developed under the
influence of population in early decades , evahete regions were not biophysically suitable for

agriculture (SUIT < 0.5), have shown continual decin the cropland % [e.g. Fig. 4.3(a)].

Out of 40 major crop ecoregions (historical), 1@regions are selected for the analysis of
agricultural expansion phase (rising limb). In #h&§ ecoregions, the hybrid function curve
describe rising limb from minimum 30% to maximun0%. The number of decades taken to go
from 30% to its maximum value by the hybrid funaticurve is termed as the Major Rising
Decades (MRD). The minimum cutoff of 30% ensures:tfiL) the ecoregion is not developed at
the beginning of observation period, and (2) faregions where development started iff 20
century a warm up/ lag period (time required tahe@ to 30%) is taken out of the analysis. For
ecoregions that reached their peak in 1950 orezddB out of 17), the expansion phase is found
similar (average MRD = 5.2) with a time lag. Fooegions that reached their peak in the latter
half of 20" century slower expansion phase (average MRD =i®und. A comparison of
Eco55 frontier behavior (MRD = 5) with Eco42 (MRD6¥ and Eco73 (MRD = 11) is shown in
Fig. 4.5 (also see Table AE.2). Further data aesleé to support this finding because there are
only 4 major crop ecoregions in the conterminougddinStates that reached their peak during

latter half of the 2D century.
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Fig. 4.4:(a) USA major crop regions (historical, GRP> 30%) (b) USA minor crop region
(CPras < 10%)
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[Eco55: (year CPmay: 1910,CPyax 78%, SUIT: 0.92), NSE: 0.90, gammag.37,5: 4.26),
betaf.: 4.62,w: 1.20);Eco 42:year CPnay: 1970,CPnax 45%, SUIT: 0.83; NSE: 0.98,
gammag: 8.84,5: 1.40), beta(: 5.05,w: 0.87);Eco 73 year CPnay): 1980,CPrax 49%, SUIT:
0.81, NSE: 0.96, gamma(5.23,5: 2.90), beta(: 1.29,0: 0.71)]

Fig. 4.5: Comparisorof Eco55 expansion phase with Eco 42, and Eco73

Twenty three ecoregions ha@®.x < 10% (area averadgeP . 5%) and all these ecoregions
have shown astabilized cropland trajectotyaveragel/m: 7.0, and average ArB2£guo-2000

0.28), although these regions are not biophysicaliiable for agriculture (area average SUIT:
0.33). These ecoregions are located in the weblered States and cover 30% of the
conterminous United States area (Fig. 4(b)). Heincan be concluded that very low intensity
crop activity CPnax< 10%) has been sustained despite low biophysigtbility of the region.
The remaining 20 ecoregions (20.4 % of the conteoms United States area, and area average
SUIT index: 0.54) have 20% GP,,.x< 10%. Only 3 of these 20 ecoregions have shown
‘declining cropland trajectoryEco 68, 69, and 82, all located in the eastenitddl States, see
Fig. E.3).

Negative correlation is found between the interagiat change in cropland percentaG@() and
decadal average precipitation in major crop reg{@mup A ecoregions, 28 ecoregions, average
correlation coefficient: -0.25). Seven out of th@8eecoregions show correlation coefficients less
than -0.50 (average:-0.59; Eco34, Eco37, Eco485EdBco53, Eco55, and Eco73). Decadal
average precipitation ar@PC for Eco55 are shown in Fig. 4.6. Weaker negatoreatation

(average: -0.13) is found betwe€RC and inter-annual precipitation variability.
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Fig. 4.6: Inter-decadal change in crop percentage@ and decadal average precipitation in
Eco55.

4 .4 Discussion and Conclusion

A quantitative analysis of land-cover change trajgcand its driving forces is presented in this
study. The spatial distribution of cropland wasemed by population distribution during theé"19
century, and biophysical suitability during thé"2@ntury. This finding is consistent with
theoretical understanding in the literature; glgepry of increasing agricultural adjustment to
land quality (Mather and Needle, 1998), and ecooataivelopment pathway (farming on low
suitability land is not economical, and alternatiam-farm jobs are present; Rudel et al., 2005).
Results of this study have important inferencedJ8A’s near future (2010-2050) landscape
including: (1) continued intensification of agritudal activity in biophysically suitable major
crop regions (e.g. Corn Belt, Central Plains, Misigipi Valley, and Northern Glaciated Plains);
i.e., these regions are not showing sharp deatimeapland as evidenced in the New England
region (Foster and Aber, 2004); (2) Despite lowpbigsical suitability and water constraints, low
intensity crop activity CPnax < 10%) is maintained in the western United Statesnan
intervention in the form of irrigation projects hewgpoported low intensity crop activity in the

western United Statés

2 (a) Of the total water consumptively used forgation in the United States, 86% was used in theteme
United States (west of 10@eridian line) in 1995. (b) Average reservoir afyain the western United
States is approximately 1.5 times the mean antmalif major western rivers. For Colorado River
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The cropland trajectory presented in the studyfblésved the three general phases of LULC
change trajectory unidirectionally. These threesplaare: (1) frontier [NCP: 0-30], (2)
agricultural expansion [NCP: 30-100], (3) agrictdtintensification [NCP: after 100]
accompanied by industrialization and urbanizatiuogtard et al., 2004). The frontier phase was
driven by exogenous factors such as influx of Eaawpsettlers in New England region and their
westward progression (Williams, 1989), and/or peditmotive to integrate/secure/control new
territory (Lambin et al., 2001). The expansion ghigsa major natural resource extraction phase
by growing population with a perception of unlintiteesource availability. However, the
expansion phase has been capped by ecoregionysicgsuitability as evident in: (1) positive
correlation betwee@P,.«and SUIT in major crop region, (2) %cropland iom@gions of

western United States [Fig. 4.4(b)] did not exc&@®h, and cropland trajectory has stabilized.

The intensification phase is driven by both endogesrfactors such as biophysical suitability
(agricultural adjustment to land quality), as waslexogenous factors such as technological
development. What would have been the landscagheitnited States without technological
development? We do not know. But we do know thatititensification phase has been greatly
supported by technological development such as idagfertilizer and mechanization in
agriculturé, and better transport infrastructure in the postid/War Il period (Dimitri et al.,
2005; Howarth et al., 2002). Between 1948 and 28@86¢ultural production has increased 2.66
times without increase in agricultural area (Fuglial., 2007). The technological innovations
also explain the longer/stretched agricultural @span (MRD > 5) for the ecoregions in which

the peak was reached in the latter half of tHé@htury.

The government interventions in the form of priapport and supply controls, as well as
concerns about adverse ecological impacts fronménte, large-scale farming (e.g., coastal
hypoxia, and stream habitat impairment) have alggeg a minor role in determining cropland
trajectory (Dimitri et al., 2005). For example, tio¢al area retired under the Conservation
Reserve Programs is 10% of total planted area1® 2Gowan, 2010, USDA 2010). However,

total area retired in the CRP is approximatelyn@s the natural variability (1- standard

reservoir capacity is 5.5 times the mean annuail.f{@g) Declining water levels in all major aquifénsthe

western United States [Anderson, and Woosley, 2005]

*Fertilizer input has increased 4 fold from 1961 4889 (Howarth et al., 2002), labor input has desee
from 16% of total labor force in 1945 to 1.9% offaidabor force in 2000, average farm size hassiased
from 150 acres (approx.) in 1940 to 450 acres @ppin 2000, and mechanization has increased?elg.
million tractors in 1945 to 4.7 million tractors 1960, during the same time number of mules anddsor
used in the farm work has decreased from 11.6amilid 3 million (Dimitri et al., 2005).
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deviation) found in the cropland data (1982-201@; &.7). In the CRP, which was started in
1985, government pays farmers for keeping the enmentally sensitive land idle or planting

cover crops for environmental protection purposeg. @osion control).

This study has presented a foundational work feigieng a dynamic (contribution of drivers to
change with time) land-cover change (cropland) rhfimtehe United States. In some cases,
contribution of individual drivers (e.g., drynessléx) may not be important, but when they are
combined with other driver variables, it can shagngicant contribution (e.g., SUIT). Future
work should include: (1) refinement in SUIT dataibgorporating detailed topography and soll
data, and effects of irrigation (Ramankutty et2002), (2) consideration of feedback between
climate change and biophysical suitability, (3us®f spatial scale — how to downscale results
from ecoregion to county-scale or other appropmadémagement-scales, and vice-versa, and (4)

interaction among eco-regions.
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Fig. 4.7: Planted principle crop area in USA from 1982 td@Qsecondary vertical axis).
Interannual climate variability is shown by pretapion mean standardized departure
(MSD) for the Midwestern United States (Eco 394649, 51-57, and 71-72). Solid
line shows 2 years moving average. Arrow on theeurdicates year 1985 when CRP
was implemented.The Midwestern United States h&s d@fltotal cropland in the
United States in 2000.
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4.5 Summary

Land Use Land Cover (LULC) change is an importamhi@pogenic-driven phenomenon that
has occurred globally over the past several ceagukowever, the biophysical and
socioeconomic factors contributing towards LULC g over long time periods (decade to
century) remain poorly investigated. This study atiempted to relate the historical spatial and
temporal (1850-2000) changes in cropland covenencbnterminous United States to several
socioeconomic and biophysical drivers using ecorefgased spatial framework. County level
cropland and population data, and high resolutbpography, climate, and biophysical suitability
data are used in the study. The cropland trajedtorg 1850 to 2000 for each ecoregion is
analyzed using a hybrid analytical function. That& distribution of cropland was governed by
population distribution during ocentury and biophysical suitability during"26entury. The
cropland trajectories show that the United Stetes agricultural intensification phase in post
world war Il period; the agricultural area is inasengly adjusted to the region of high biophysical
suitability (for cropland). Low biophysically sulike ecoregions in the Eastern United States have
shown continual decline in cropland. The croplaagkttories in high biophysically suitable
region, such as Corn Belt, Central Great PlaingetdMississippi Valley, and Northern Glaciated
Plains have been stabilized. Low intensity croplamer (< 10%) is sustained in the Western
United States despite low biophysical suitabilitylee region. The agricultural intensification

phase is expected to continue in the near futl@&qz2050) landscape of the United States.
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CHAPTER 5: SYNTHESIS

5.1 Hydroclimatology

Hydroclimatology is an emerging science at therfate of hydrology and climatology
(atmospheric science). Hydroclimatology emphasizesole of the climate system in spatial
and temporal variations of precipitation minus eteggnspiration difference, and the
consequences of this imbalance on a broad rangatafal processes including water quantity,
quality, and biodiversity (Hirschboeck, 2009; Sbr|t2009, p. 6-8). Roads et al. (2003) has
articulated that rheteorologist and hydrologists had to come togethelevelop a better
understanding of the coupled land atmosphere syatenscale much larger than typically
studied by hydrologists and at a scale much smtdkn traditionally studied by
meteorologists The study presented in this dissertation fits ithe broader framework of

hydroclimatology.

Hydroclimatology utilizes data from the climate &ya (e.g. temperature, pressure, and
humidity) and the terrestrial hydrologic proces@eg. precipitation, runoff, and soil-moisture) to
understand local and regional scale hydroclimaténes (e.g. floods) in the context of large scale
atmospheric patterns (Hirschboeck, 1988, 1991;t&me2009, p. 305-343). The
hydroclimatology framework is also useful for themination of human modification to the
climate system and the hydrologic cycle (Shelt@@® p. 6-8). This study has added some new
dimensions to the hydroclimatology framework by): {sing a coupled climate model to study
the long term hydroclimatic changes at regionales@nd (2) seamlessly utilizing historical
census data and present day satellite data to #tedgng term LULC change and its impact on

regional hydroclimatology.

Hydrologists have traditionally used outputs frolmbgl climate models to study the effects of
climate change on water resources (Abbaspour,etG)9; Milly et al., 2005; Vorosmarty et al.,

2000). The importance of LULC change forcing in tegional and global climate system
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(Bonan, 1997, 1999; Pielke et al. 2002; Pielke Miydgi 2010) has moved the boundary from
the climate being an external forcing to the cliena¢ing an interactive component of the
hydrologic landscape. Hence, a coupled land-atmergpimodeling system is needed to assess
long term hydroclimatic changes. However, perfogrinupled climate modeling experiment has

rarely been done under the realm of hydrology.

High performance computing infrastructure is neeweaaerform coupled climate modeling
experiments. Although community based supercomguitiftastructure such as TeraGrid has
become available in recent years (Basumallik e28D7), its use for hydroclimatic studies has
remained minimal. In my opinion, two factors cobiriing to this are: (1) lack of formal graduate
training program, such as specially designed cows& and/or workshop, and (2) disciplinary
resistance, such as going beyond the traditioradoaeh of rainfall-runoff modeling among

hydrologists.

5.2 LULC Change versus Climate Change

One important finding presented in Chapter 2 i$ tiwa effect of climate change and LULC
change can show differently in different seasonkil&\the climate change has resulted in
statistically significant warming in the winter gthvetland drainage has resulted in statistically
significant warming in the summer. The regional mizaig in the summer due to reduced
evapotranspiration/latent heat flux is also sumablly Lawrence and Chase (2010). This finding
is important because IPCC-AR4 has only consideadiitive cooling effect of LULC change
due to increased surface albedo (Fig. 2.4 in IPR3-Synthesis Report). Further analysis of the
effects of LULC change and the climate changegibrel scale can add details to the regional

climate change projections.

5.3 Global versus Regional Climate Model

Regional climate models have advantage of highsmiugon (~ 50 km) over global climate
models (~ 140 km). Regional climate model simulaioesults are limited by the lateral

boundary condition taken from a coarse resolutgamalysis/global climate model outputs (Liang
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et al., 2004; Zhu et al., 2009). The approach uséuis study that involves the use of a global
climate model for regional scale hydroclimatic opaistudy needs further investigation.
Specifically, the advantage of dynamical consisgéna global climate modeling experiment
(large scale atmospheric circulation sees the LIdh&nhge) over a regional climate modeling
experiment (given lateral boundary condition whiles not see LULC change; e.g.
Diffenbaugh, 2009) needs to be ascertained. Issworth mentioning that global climate model
resolution has increased in recent years, for el@@@SM4 run is being performed at 50 km

resolution.

5.4 Reanalysis Evaluation

The reanalysis evaluation presented in this stualy @onfined to the surface water and energy
budget terms. Similar evaluation study incorpogatmospheric water and energy budget terms
should be conducted. A basin scale approach angkBuzlirve provided useful tools for the
reanalysis and climate model evaluations. The Ahaxiobservations were also found useful for
model evaluations. As many new reanalysis projesctsh as MEERA (Bosilovich, 2008), and
CFSR (Saha et al., 2010) have become availabkrant years, evaluation tools developed in

this study can be useful.

Many studies including this study have found limidas in reanalysis hydrologic outputs
(Hagemann et al., 2005; Lucarini et al., 2007). M/tie major focus in reanalysis projects
involve the assimilation of atmospheric observatjdhe assimilation of surface observation has
received less attention. Future reanalysis projeetg consider the assimilation of surface
observations, more particularly runoff observatioffine model outputs, because runoff will

also constrain ET output from a reanalysis model.

The issue of point scale AmeriFlux observationswerclimate model grid cell outputs was much
debated during the study. This study presented sesudts related to this issue using long term
precipitation and temperature observation fromatikely flat terrain region (Indiana and

lllinois). Similar study from a mountainous regican shed more light on this issue. This study
also found that the comparison of point scale olzdg®m with climate model grid cell outputs can
also depend upon the variable of interest, sudatest heat flux versus sensible heat flux.

Further investigation on this issue will need d@afly designed field experiment with gridded
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network of tower flux sites, and consideration afi@isture advection component among the

adjacent grid cells/soil column in the land surfaxadeling.

5.5 LULC Change Modeling

LULC change modeling work presented in the studyaf@er 4) shows regional and temporal
variations in the LULC change trajectory driventbg biophysical and socioeconomic factors.
As LULC change modeling continue to evolve (MNPQ®)) historical LULC change trajectory
can be a valuable input for future projections. &ample, if an ecoregion is showing long term
historical declining cropland trajectory, it is $ekely that this ecoregion will show an increase
in cropland in the near future. Similarly, increscropland trajectory has been capped to a
particular maximum value, mainly determined by biggical constraints, and then cropland
trajectory either stabilizes or starts decliningeTong term persistence behavior in the LULC

change trajectory should be explored further.

Lambin and Mayfroidt (2010) suggested two theoedipathways of land use transition: (1)
negative socio-ecological feedback that arisestalemdogenous factors such as severely
declined natural ecosystem services, and (2) ssmaomic dynamics that arise due to
exogenous factors such as technological innovatimheconomic modernization. This study
suggests that the cropland trajectory is drivesdmio-economic dynamics (stabilized or
declining cropland trajectory in post world wap#riod) within the bound of biophysical
constraints (increasing agricultural adjustmeratm quality), at least in the latter half of20
century. This study can be useful to other parthefworld in terms of: (1) maximum cropland

for a given biophysical suitability factor, (2) dtion and magnitude of the expansion phase, and
(3) declining versus stabilized trajectory depegdipon the biophysical suitability of an

ecoregion.
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Appendix A

Biophysical drivers of Land Cover Change
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Appendix B

Gamma and Beta Functions for Cropland Trajectory

First a gamma probability distribution (Eq. B.1¥ittked toNCPtime series for each ecoregion,
consideringNCP as frequency and decade (1 to 16 for 1850 to 289@)n value, and then a beta
probability distribution function (Eq. B.2) is fittl to absolute value of residugNCP(x) —

X))

v (x=8), f (x=8
F(x)—ﬁm_( 5 j@xp{ ( 5 D forx> 6 (B.1)

(x-68)" (o +0-x)"

B(xX) =hv, ﬁ[{/c_a for O<x < G+o (B.2)
m.(/Hw—l)
j)l +w
E = Te‘” W**du (B.3)
0

Wherel (x) and £(x) are gamma and beta probability distribution functieespectivelyx is the
decade number (1 to 16 for 1850 to 20@};= 0) is a threshold parametbr(=1) is the width of

histogram intervaly is the vertical scaling factory(= sum ofNCP, v, = sum of absolute value of

residual betweeNCPand T (X)), c (= 17) is a scale parameter in beta function,iaisckept

constant for all ecoregions. Parametefa shape parameter) ahi@a scale parameter) for
gamma function, ant (a shape parameter) andanother shape parameter) for beta functions
are first determined in SAS using tNEPtime series for the ecoregion, then these paramete
are optimized for minimum sum of square residuélben observatiorNCP) and (gamma +
beta) function values using excel solver tool. Grss of fit is determined using Nash-Sutcliffe

Efficiency coefficient NSE Eq. B.4).

S (NCR(R) [T, (3 + A( })?
NSE =1-21 (B.4)
> (NCP(» - NCP?
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Appendix C

Multiple linear regression model results details

Independent variables in the analysis are: PD, ELBVDI, AT, SUIT, WP and dependent
variables is CP. SL and UP are not included iretiadysis because: (1) SL is highly correlated
with TI (correlation coefficient = 0.84), and (2PUs highly correlated with PD (population
density based model output). Fig. C.1 show tempmralution number of ecoregion included in
the analysis and corresponding fractional areh@tbnterminous United States. Except for T,
all other variables were not normally distributBdwer transformation was successful in
bringing most variables (PD, WT, ELEV, DI, and Aiijo normal distribution, confirmed by
Shapiro-Wilk test and quantile-quantile plot. Ihag¢cades SUIT, and for some decades (1900,
1910, 1920, 1940) CP did not come into normal idbigtron. However, power transformation did
bring SUIT and CP closer to normal. Power transadrom is performed for each decade and
each variable separately, because of increasindgp@uaf ecoregion included in the analysis.

Model residuals for all decades are found normdiyributed.

Effect of population threshold and power transfdraraof the major finding of this study (Fig.
4.2) is analyzed by performing similar analysidunng all 84 ecoregions starting from 1850,
and all non transformed variables. Major findingevsimilar as discussed in the main text (not

shown).
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Appendix D

Urban Cover Model

NLCD 2001 Urban Cover data (30 m resolution) igiceg to 0.8 resolution (Fig. D.1). A
regression tree (recursive partition) model is tlgyed for %urban cover based on population
density as independent variable. The best fit s=joa tree model (Fig. D.2) is obtained
corresponding to minimum deviance in the data (Bi§). The regression tree model is a step
model for %urban cover (Fig. D.4). A continuous #am cover model is obtained by joining

midpoint of each interval (Fig. D.4), and this mbdeused for this study (Eq. D.1).

Yii =0.1482 X, +&; 5000 for x;, <14.92

Yii =0.075 x;; +1.09+ €, 5000 for14.92< x;, <56.13
Vit =0.126 X, -1.77+ & 5000 for56.1% x;, <93.83
Vit =0.0673 X;, +3.74+ &, 540 for93.8% x;, <212.04
Vit =0.0634" X, +4.55+ & 509, for212.04& x;, <361.86
Vit =0.0572 X, +6.81+ & 500 for361.86= x;, <598.03
Yit =0.068F x;, +0.27+ &, 5000 for598.0% x;, <906.38
Yie =74+ € 5000 for x;, >2906.38

it =

D.1

wherey,  is %urban cover, and, ; is population density (person/Ryror grid celli and yeat.
£, 2000 IS the error for grid celland yea200Q The error €, ,,,,) is obtained corresponding to

NLCD 2001 urban cover data and population densityéar 2000 at 0%resolution, and this
error is kept constant for all decades (1850 td200he error could be due to coarse resolution
population density data (county level, ~42km) imparison to fine resolution (30m) NLCD2001
urban cover data. The model is run for 1850 to 182@od based on population density data to
obtain hindcast of %urban cover for the conterminduited States. Model performances for the

regression tree model and the final model are stiowiable D.1.
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Fig. D.1: %urban cover for 2000 at 8.@solution
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Fig. D.2: The Regression Tree model for %urban c¢pepden: population density)
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Fig. D.3: Tree size versus deviance plot

Table D.1: Urban cover model performance.

modell model2
RMSE 3.3 3.4
RSQ 0.78 0.77

Model 1 is the regression tree (step model), andaind is final continuous model used in this
study. Although model performance is slightly deteated in the final model, because of
continuity reason this model is selected for thelyst
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Appendix E
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Fig. E.1: Scatter plot af parameter of gamma function with peak crop pesgmyear
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Fig. E.2: Scatter plot of SUIT index and &Pfor major crop region (historical) in USA



Table E.1.Gamma and Beta function parameters for all econsgidote: ArB2G* [ArB2Gi940-2000)-

eco# | Gamma Beta Function vl v2 v2iv1 NSC | CPmax Cpmax year ArB2G* SUIT|
a ) A ® Mo
ecol | 3.38 | 282| 175 0.24 7.33 1052 239 0.28 0.656 8. 1880 0.27 0.36
eco2 | 705 | 164| 0.82| 0.70 1.18§ 879 123 0.14 0.95 6.2 | 1950 0.12 0.24
eco3 | 257 | 444 | 419| 130 3.23 1234 279 0.28 0.92 9 18 | 1950 0.57 0.51
eco4 | 282 | 4.18| 3.80| 137 2.7¢ 1130 269 0.24 0.913 8. 1950 0.55 0.28
eco5 | 3.09 | 3.74| 3.47| 104 3.33 1170 277 0.24 0.93 .3 10 | 1950 0.51 0.39
eco6 | 299 | 347 | 3.02| 102 2.9¢ 1204 234 0.19 0.90 .3 20 | 1950 0.43 0.76
eco7 | 278 | 4.07| 4.63| 125 3.7( 1226 295 0.24 0.93 .3 36 | 1960 0.59 0.69
eco8 | 419 | 267| 3.02| 0.88 342 976 195 0.20 0.94 4 12. | 1950 0.36 0.51
eco9 | 489 | 264 | 344, 149 231 903 213 0.24 0.97 8.2 | 1950 0.39 0.56
ecol0| 6.06 | 2.05 | 480 | 1.08| 4.46| 947 2283  0.24 0.9y 38.6 0199 0.39 0.85
ecoll| 579 | 203 | 6.93 | 1.25| 5.57 107Q 212 0.20 0.98 9.0 0197 0.36 0.71
ecol?2| 7.43 | 1.88 | 452 | 151| 299 742 225 0.30 0.9y 18.3 0198 0.48 0.58
ecol3| 524 | 224 | 544 | 0.97| 5.63 1047 197 0.19 0.98 2.2 0200 0.33 0.28
ecol4| 520 | 216 | 3.82 | 0.67| 5.68 935 194 0.21 0.90 2.1 1950 0.32 0.07
ecol5 7.62 | 1.54 | 808 | 1.38| 5.87 984 173 0.18 0.99 7.3 1970 0.29 0.30
ecol6| 7.60 | 1.52 | 6.33| 0.99| 6.37| 985 186 0.19 0.9)7 4.1 1940 0.28 0.25
ecol7|8.00 | 146 | 9.71 | 1.36| 7.15| 958 166 0.17 0.99 8.1 1930 0.27 0.34
ecol8| 7.75 | 1.57 | 746 | 1.28| 583 917 159 0.17 0.99 3.3 1960 0.27 0.36
ecol9| 588 | 1.97 | 6.78 | 1.06| 6.37| 1047 194 0.19 0.98 6.2 0196 0.31 0.48
eco20( 7.47 | 1.67 | 6.76 | 1.16| 5.85 891 183 0.21 0.99 2.9 2000 0.32 0.40
eco21|7.86 | 141 | 652 | 0.87| 7.53 841 110 0.13 0.98 6.6 1930 0.19 0.24

VET



Table E.1: Gamma and Beta function parameterdlifecaregions (continued)

eco# | Gamma Beta Function vl v2 v2hv1l | NSC | CPmax Cpmax year  ArB2G*|  SUIT
a d A ® Mo
eco22| 9.03 1.26 | 10.05| 0.71} 1423 753 112 0.15 0.96 1.9 4019 0.15 0.22
eco23| 14.37 | 0.78 | 7.91 0.23] 3458 545 99 0.18 0.91 1.7 0194 0.07 0.53
eco24| 13.79 | 0.86 | 0.50 0.10| 4.88 634 170 0.27 083 2.0 0193 0.08 0.09
eco25| 12.20 | 1.00 | 7.57 0.75| 10.05 817 168 0.21 096 45.0| 9301 0.21 0.61
eco26| 12.32 | 0.91 | 7.19 0.44) 16.22 672 138 0.21 0.93 26.1| 9301 0.15 0.48
eco27| 6.09 1.78 | 9.17 142, 6.46 996 169  0.17 0.98 62.2 0194 0.32 0.91
eco28| 4.92 1.95 | 5.07 0.50| 10.15/ 935 196 0.21 0.89 57.1| 0019 0.31 0.91
eco29| 6.48 155 | 8.46 0.73| 11.56/ 894 150 0.17 096 39.0| 4019 0.24 0.95
eco30| 4.17 2.74 | 3.55 0.67| 5.31 1043 260 0.25 0.88 10.0f 3019 0.42 0.70
eco3l| 5.14 3.10 | 1.75 0.97| 1.80 861 368 0.43 0.78 11.8 0194 0.61 0.81
eco32| 4.77 2.14 | 3.38 0.69| 4.92 994 133 0.13 096 544 0194 0.23 0.94
eco33| 4.72 222 | 4.63 0.59, 7.87 952 174 0.18 093 428 0194 0.28 0.84
eco34| 5.80 246 | 1.85 0.95| 1.95 948 294  0.31 095 321 0194 0.40 0.82
eco35| 4.72 2.16 | 2.67 0.32| 8.26 936 148 0.16 0.87 24.4 0194 0.18 0.48
eco36| 6.10 1.70 | 8.06 0.61| 13.19) 884 156 0.1§ 0.93 18.4| 2019 0.22 0.44
eco37| 6.53 1.62 | 8.69 0.78| 11.13] 918 150 0.14 095 30.8| 2019 0.23 0.57
eco38| 5.17 1.99 | 8.04 0.86| 9.37 998 149 0.15 0.96 27.5 0192 0.25 0.44
eco39| 4.53 2.29 | 9.42 141, 6.70 1064 151 0.14 0.97 35.6| 2019 0.31 0.45
eco40| 3.94 248 | 10.37 | 1.71| 6.07 1095 150 0.14 0.97 71.9| 9101 0.35 0.83
eco4l| 7.70 1.75 | 4.08 0.99| 4.3 795 221 0.28 0.97 11.2 0199 0.40 0.10
eco4?| 8.84 1.40 | 5.05 0.87| 5.79 887 188 0.21 098 45.2 0197 0.28 0.83

GET



Table E.1: Gamma and Beta function parameterdlifecaregions (continued)

eco# Gamma Beta Function vl v2 | v2h1 | NSC | CPmax Cpmax year ArB2G* Sul
a d A ® Mo
eco43| 11.91 | 0.98 | 9.60 0.69 13.94 713 171 0.24 0.93 249| 9301 0.21 0.79
eco44| 8.10 134 | 6.74 0.74 9.09 874 145  0.17 096 303 0193 0.22 0.48
eco45| 3.36 284 | 171 16.08| 0.11 1122 187 0.17 091 38.5] 9101 0.00 0.34
eco46| 6.88 1.65 | 8.44 1.37 6.17 103§ 184  0.1§ 098 75.2| 3019 0.31 0.87
eco47| 4.05 2.63 | 8.13 1.52 5.34 1202 214 0.18 098 81.2| 1019 0.41 0.88
eco48| 7.22 1.60 | 6.06 0.82 7.34 878 174  0.20 095 89.7 0194 0.28 0.85
eco49| 8.94 145 | 7.83 1.40 5.60 793 169 0.21 0.99 12.7 0198 0.32 0.35
eco50| 8.09 1.37 | 11.60| 1.52 7.65 856 98 0.11 0.99 12.0 0194 0.19 0.38
eco51| 4.98 2.26 | 6.15 1.35 4.57 1015 160 0.16 099 46.1| 4019 0.31 0.79
eco52| 3.17 3.24 | 7.65 1.62 4.71 125% 214 0.17 098 57.4| 1019 0.45 0.86
eco53| 2.40 423 | 5.56 1.57 3.54 1327 223 0.17% 0.97 66.5| 8018 0.49 0.89
ecob54| 2.46 425 | 6.11 1.46 4.18 135( 249  0.1§ 0.97 82.7| 1019 0.53 0.90
eco55| 2.37 426 | 4.62 1.20 3.85 1284 225 0.1 090 77.9| 1019 0.49 0.92
eco56| 2.98 3.32 | 4.40 1.12 3.94 1158 162 0.14 0.97 67.2| 1019 0.35 0.81
eco57| 3.28 3.25 | 4.43 1.10 4.01 1179 200 0.17 0.97 69.7| 2019 0.39 0.66
eco58| 1.79 407 | 1.16 6.14 0.19 833 81 0.10Q 098 359 1880 0.00 0.27
eco59| 1.58 4.04 | 0.83 4.60 0.18 794 76 0.10 099 503 1860 0.01 0.42
eco60| 2.05 3.89 | 0.64 0.57 1.14 102¢ 97 0.09 096 628 0188 0.16 0.49
eco6l| 1.91 4.65 | 0.50 0.47 1.05 1057 138 0.13 095 71.2| 8018 0.18 0.68
eco62| 2.43 3.37 | 0.50 0.47 1.05 1029 96 0.09 096 26.9 0190 0.13 0.35

9€T



Table E.1: Gamma and Beta function parameterdlifecaregions (continued)

eco# Gamma Beta Function vl v2 v2h1 NSC CPmax Cpmax| ArB2G* SUIT
a ) ® Mo year
eco64 | 1.75 5.02| 0.70 0.70 0.99 1179 154 0.1B 09425 6 1880 0.21 0.46
eco65 | 3.45 3.64| 0.84 2.29 0.37 115p  28C 0.24 0.851.2 3 1940 0.08 0.39
eco66 | 3.69 2.55| 0.89 8.32 0.11 1021 146 0.14 0.924.0 3 1910 0.00 0.40
eco67 | 3.23 3.06| 0.98 7.06 0.14 1138 185 0.16 0.928.3 3 1910 0.00 0.45
eco68 | 3.64 3.25| 0.80 1.84 0.43 1099 2272 0.20 0.918.4 2 1940 0.09 0.43
eco69 | 4.09 2.10| 0.61 8.43 0.07 929 128 0.14 0.94 4 28 | 1910 0.00 0.47
eco70 | 3.25 2.54| 0.63 12.011 0.0% 961 123 0.18 0.9495 5 1900 0.00 0.49
eco7l | 3.47 402 142 3.66 0.39 12538 389 0.31L 0.9249 5 1910 0.07 0.59
eco72 | 2.74 3.71| 7.09 1.48 478 123p 195 0.16 0.980.2 7 1910 0.44 0.83
eco73 | 5.23 290| 1.29 0.71 1.82 949 349 0.37 0.96 .7 48 | 1980 0.46 0.81
eco74 | 3.82 3.80| 1.02 1.70 0.60 1164 391 0.34 0.884.6 4 1940 0.22 0.76
eco7’5 | 6.26 2.44| 1.06 0.96 1.10 980 366 0.37 0.98 .9 10 | 1980 0.36 0.35
eco76 | 33.59 0.46| 3.58 1.15 3.11 489 157 0.32 0.9945 1 1990 0.37 0.26
eco77 | 10.62 1.08| 8.19 0.85 9.68 888 127 0.14 0.98.3 6 1950 0.17 0.14
eco78 | 3.20 3.11| 1.37 0.27 5.0% 992 238 0.24 0.72 0 6. 1890 0.30 0.44
eco79 | 13.92 0.99| 2.63 1.67 158 625 161 0.26 0.88.1 3 1970 0.23 0.17
eco80 | 7.15 1.77| 6.21 1.09 571 857 189 0.22 0977 6 2000 0.34 0.75
eco81 | 10.58 1.16| 10.42 2.34 446 771 158§ 0.20 0.95.4 1960 0.32 0.03
eco82 | 2.19 3.38| 0.46 3.02 0.1 815 78 0.10 0.96 1 18. | 1880 0.01 0.23
eco83 | 1.76 495 0.98 0.90 1.08 1059 134 0.1B8 0.983.9 6 1880 0.23 0.64
eco84 | 1.72 482 | 0.67 1.07 0.63 103p 119 0.11 0.974.8 3 1880 0.15 0.31

LET
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Table E.2: Analysis of rising limb in 17 major crop ecoregions

SINo. | Year (CPmax) eco# Ty F(T1) T2 F (T2 T1{MRD)
1 1880 eco53 1 27 6 101 5
2 1900 eco28 3 26 8 95 5
3 1910 eco55 1 27 6 99 5
4 1910 eco47 3 34 8 103 5
5 1910 eco52 2 31 7 102 5
6 1920 eco39 3 27 8 96 5
7 1930 eco25 7 33 11| 99 4
8 1930 ecod4 5 29 10, 97 5
9 1940 eco29 4 29 9 96 5
10 1940 eco27 4 26 9 98 5
11 1940 eco48 5 27 10 90 5
12 1940 eco34 5 29 13 93 8
13 1940 eco51 4 32 10 92 6
14 1960 eco’ 2 32 15 97 13
15 1970 eco42 6 28 12| 98 6
16 1980 eco73 5 31 16/ 93 11
17 1990 ecol0 5 28 12| 94 7

T1: First decade when rising limb falls betweera®8l 35, T2: Decade when rising limb reaches
its maximum value. F(x) is the gamma + beta fumctar given x. Average F(T1) = 29, and
average F(T2) = 97.
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Fig. E.3: Ecoregions with 10% &P, < 30%.
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