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ABSTRACT 
 
 
 

Kumar, Sanjiv. Ph.D., Purdue University, May 2011. Land Use Land Cover Change and 
Atmospheric Feedback: Impact on Regional Water Resources. Major Professor: Venkatesh M. 
Merwade 
 
 
 
Land Use and Land Cover (LULC) change, such as conversion of natural vegetation into 

agricultural land and urbanization, is a major global change phenomenon. Between 1700 and 

2000, the global extent of natural vegetation has decreased by 45%, and agricultural land area has 

increased five fold. LULC change impacts hydrology by changing regional climate (temperature 

and precipitation) and land surface hydrologic responses (evapotranspiration, runoff, and ground 

water recharge). Evapotranspiration (ET) is a major pathway through which the land surface 

interacts with the atmosphere, and it is a major component (60-65% of total precipitation) of the 

global hydrologic cycle. The three objectives of this study are to: (1) investigate impacts of 

regional scale LULC change on the regional hydroclimatology, and compare impacts of LULC 

change with impacts of climate change arising from elevated green house gas emissions, (2) 

evaluate uncertainties in reanalysis and climate model ET outputs using AmeriFlux observations 

and a basin scale water and energy balance studies, and (3) quantify contributions of major 

driving forces for LULC change in the United States.  

Large scale drainage of wetlands was carried out in the latter half of the 19th century and early 

half of the 20th century to bring swamp/marshy land of the Midwestern United States (pre-

settlement landscape) into intensive agricultural production (Corn Belt of USA). Impacts of 

wetland drainage (LULC change) on hydroclimatology of the Midwestern United States are 

compared with impacts of climate change using a coupled land-atmosphere global climate model 

(CCSM3). The wetland drainage data are obtained from United States Census reports. Results 

from this study suggest that impacts of wetland drainage can be of comparable magnitude to 

impacts of climate change attributed to greenhouse gas emissions.  



xv 
 

The Community Land Model (CLM) and North American Regional Reanalysis (NARR) outputs 

are evaluated using AmeriFlux observations, PRISM precipitation and temperature data, and 

USGS streamflow observations in the Mississippi River Basin. Based on averages over 11 

AmeriFlux sites, NARR shows higher biases (59%) in ET compared to CLM (11%). Issues 

related to point scale observations versus climate model grid cell outputs, and model 

parametrization differences between CLM and NARR are also investigated in this study.  

The land-cover change history of the United States is investigated to determine major 

driving/governing forces. County level cropland and population data from 1850 to 2000 (per 

decade), and high resolution topography, climate, and biophysical suitability data are used. 

Results from this study suggest that the spatial distribution of cropland was governed by 

population distribution during the 19th century, and biophysical suitability (for cropland) during 

the 20th century. The major influence of biophysical suitability is expected to continue in the near 

future landscape of the United States. 
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CHAPTER1. INTRODUCTION 
 
 
 

1.1 Background and Motivation 
 
 
Land Use Land Cover (LULC) change is an important phenomenon that has occurred globally 

over the past several centuries. Between 1700 and 2000, the global extent of natural vegetation 

has decreased by 45%, and agricultural land area has increased five fold (Pongratz et al., 2008, 

Scanlon et al., 2007). The different forms of LULC change, such as deforestation, agricultural 

intensification, urbanization, and reforestation continue to take place in different parts of the 

world (Lambin et al., 2001; Mustard et al., 2004). LULC change is a regionally significant 

phenomenon on decade to century time scales, and the rate and intensity of LULC change have 

changed with time and also from one region to another. For example, a majority of forested land-

cover in the Northeastern United States was converted to agricultural land-cover during the 18th 

and 19th centuries (Williams, 1989); whereas, major LULC change in the Midwestern United 

States took place between 1850 and 1950 (Whitney, 1994). 

The LULC change impacts hydrology through: (1) changes in land surface hydrologic response 

characteristics such as infiltration, runoff, and evapotranspiration, and (2) changes in regional 

climate (Bonan, 1997, 1999; Pielke, 2005). The conversion of natural vegetation into agricultural 

land decreases evapotranspiration, and hence increases fresh water availability (Gordon et al., 

2003). Urbanization increases surface runoff and decreases groundwater recharge (Yang et al., 

2009). LULC change also affects surface radiation and energy budgets through changes in surface 

albedo (ratio of reflected to incident solar radiation), Bowen ratio (ratio of sensible to latent heat 

flux) and roughness height (Bonan, 1999). The surface energy fluxes (sensible and latent heat) are 

major determinants of local and regional climate (Bonan, 2008, p. 192-203). 

Evapotranspiration (ET) is a major pathway through which the land surface interacts with the 

atmosphere, and it is the major component of the global hydrologic cycle (60-65% of total 

precipitation, Postel et al., 1996). The energy and water fluxes within a hydrologic 
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boundary/basin are linked through ET. Despite the importance of ET, relatively few reliable 

observations of ET are available compared to runoff. The availability of tower flux data from 

FLUXNET sites in the recent decades has provided a new opportunity to improve our 

understanding of land surface and atmospheric interaction (Baldocchi et al., 2001). 

A number of studies have found significant impacts of LULC changes on regional climate 

(Bonan, 1997, 1999; Li and Molders 2008; Findell et al., 2009). At the global scale, the opposing 

signs of regional hydroclimatic changes tend to nullify each other (e.g. making some regions 

cooler and other regions warmer), making their global average impact less significant (Feddema 

et al. 2005). In addition to climate change impacts, the LULC change is an important forcing for 

regional scale hydroclimatic features (Pielke et al., 2002; Pielke and Niyogi, 2010; Soloman et 

al., 2007). Impacts of climate change and LULC change on water resources, as a two way forcing 

has not been investigated to the same degree as one way forcing. In most cases, climate forcing 

has been changed and land-cover was kept constant (Gosian et al., 2006; Krysanova et al., 2005; 

Mimikou et al., 2000; Milly et al., 2005), and in some cases land-cover was changed and climate 

forcing was kept constant (Hurkmans et al.,2009). 

Future projections of LULC changes are highly uncertain (CIMP 5). A detailed analysis of 

historical LULC change drivers (socio-economic versus biophysical drivers), and LULC change 

trajectory will be helpful for improved modeling of future LULC change scenarios. The 

environmental change history of the United States is relatively new (1600 to present), and well 

documented (Whiteny, 1994; Williams, 1989). A large geographic area of the conterminous 

United States (8.08 million km2) with variable topography, soil, and climate characteristics (84 

level-III ecoregions, Omernik, 1987), and the availability of high resolution cropland and 

population data from 1850 to present offer an opportunity to explore contributions of LULC 

change drivers in the United States. 

 
 
 

1.2 Research Objectives 
 
 
An interdisciplinary approach is pursued in the study by combining hydrology, atmospheric 

science, and land use science. The overarching goal of this study is to quantify impacts of LULC 

change and climate change on water resources at regional scale, and to identify major sources of 

uncertainty in regional water resource predictions. The historical information archived in the form 
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of socio-economic data (e.g. census reports) along with present day state-of-art physical modeling 

and analysis tools are used to develop a better/quantitative understanding of long term (past one 

and half century) hydrologic landscape in the United States. Three major topics pursued in this 

dissertation are: 

 
 
(1) The Midwest Drainage Experiment: The Midwestern United States (MW-USA) was 

extensively drained during the second half of the 19th century and the first half of the 20th 

century to bring swamp and marshy land into agricultural production (The Corn Belt). The 

main objectives of this study are: (i) to investigate impacts of wetland drainage on the 

hydroclimatology of MW USA using a coupled land surface and atmospheric model, and (ii) 

to compare impacts of wetland drainage with impacts of climate change due to 

industrialization (increase in green house gas concentration). It is hypothesized that impacts 

of wetland drainage can be of comparable magnitude to impacts of climate change. 

(2) The Water and Energy Budget Study: Studies involving both water and energy budget 

within a hydrologic basin (basins approach) provide insights into the closure of water and 

energy balance equations, and hence can lead to better conceptualization of the hydrologic 

system at the basin scale. The energy flux data (point scale) along with the basin approach 

provide the means to identify uncertainties in the reanalysis and climate model outputs. This 

study is focused on evaluation of North American Regional Reanalysis (NARR), and 

Community Land Model (CLM) outputs for surface water and energy budgets in the 

Mississippi River Basin (MRB). The issue of point scale observations versus climate model 

grid cell outputs, and model parametrization difference between NARR and CLM are also 

addressed in the study. 

(3)  The Land Cover Change History in the United States: The United States has undergone 

major LULC change over the past 2-3 centuries. The documented history of LULC change 

(1850 to present) has been analyzed along with biophysical and socio-economic drivers of 

LULC change. This study is focused on quantifying LULC change drivers and studying 

LULC change trajectory in various ecoregions of the United States. Results from this study 

are expected to provide a basis for designing a dynamic LULC change model for the United 

States as well as other parts of the world. 
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1.3 Organization of this Dissertation 
 
 
This dissertation is organized as follows. Chapters 2 to 4 describe the three major topics of this 

dissertation in a self contained manner, i.e. each chapter has introduction, data and methods, 

results, discussion, and conclusion sections. A summary of findings is also presented at the end of 

each chapter. A synthesis study is presented in Chapter 5.  
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CHAPTER2. THE MIDWEST DRAINGE EXPERIMENT 
 
 
 

2.1 Introduction 
 
 
The Midwestern United States (MW USA) is comprised of eight states (Illinois, Indiana, Iowa, 

Michigan, Minnesota, Missouri, Ohio, and Wisconsin) covering a total land area of 1.18 million 

km2 (15% of the conterminous United States). MW USA was not the land of first choice for early 

settlers in the region (Whitney, 1994, pp. 271-277). Presence of extensive swamp and marshes, 

and poor drainage network in the region (due to glacial deposits) delayed the settlement until the 

latter half of the 19th century (Meyer, 1935). Organizational and financial support by the 

government combined with technological advances spurred large scale drainage projects in the 

region in the latter half of the 19th century and the early half of the 20th century (Whitney, 1994, p. 

274), which led to the development of the U.S. Corn Belt (comprising of Illinois, Indiana, Iowa 

and Ohio [McCorvie and Lant, 1993]). Approximately 20% of the total land area was artificially 

drained between 1870 and 1960 (Bureau of the census, 1932, 1952, 1961). Today, MW USA is 

an agriculturally dominated region (~60% of land cover is agricultural type), and contributes most 

nutrient loading to the Mississippi River,  and hypoxia in the Gulf of Mexico (Goolsby and 

Battaglin, 2001). Large scale drainage activities carried out in the Corn Belt have resulted in loss 

of more than 85% of its original wetlands (Dhal, 1990). 

Wetlands regulate water quality and streamflow (Novitzki, 1979), provide flood control, support 

biodiversity (Jenkins et al., 2003), and act as carbon sink and nutrient reservoirs. Wetlands serve 

as a settling area for sediment and nutrients by increasing runoff residence time, hence decreasing 

the nutrient load to the streams (Jones et al., 1976). Agricultural drainage of MW USA wetlands 

has changed the carbon balance of the region from carbon sink to carbon source (Armentano and 

Menges, 1986).  Wetlands also play a major role in climatic feedback mechanism. Wetlands 

interact with the atmosphere by changing two basic land surface characteristics: surface albedo 

(ratio of reflected and incident solar radiations), and Bowen ratio (ratio of sensible and latent 

heat). Saturated soil condition (darker in color) in the upper layer in wetland allows more sun 
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light (or short wave radiations) to be absorbed by the land surface compared to bare soil condition 

(Fig. 2.1), thus reducing the surface albedo. Similarly, presence of water on the surface/ upper 

soil layer makes more water available for evapotranspiration (ET), thus increasing the latent heat 

flux, and decreasing the Bowen Ratio. A number of studies have suggested strong coupling 

between upper layer soil moisture and precipitation feedback [Eltahir, 1998; Findell and Eltahir, 

1997; Schar et al., 1999; Koster et al., 2004; Giorgi et al., 1996] (see Section 2.2 for detail) in the 

present climatic condition. However, no study has been conducted to investigate hydro-climatic 

changes in MW USA due to large scale agricultural drainage carried out in the early part of the 

20th century. 

 
(a) (b) 

Fig. 2.1: Solar radiation (SR) interaction with: (a) bare soil, and (b) saturated upper soil layer 
(wetland condition) 

 
 
In addition to greenhouse gas emission, LULC (Land Use and Land Cover) change is another 

major forcing affecting regional climate (Feddema et al., 2005; Pielke, 2005). Climatic feedback 

of vegetation change (forest to agricultural land) has been analyzed in the past (Bonan, 1997, 

1999), but the effect of wetland drainage in MW USA has not been included in any multi-year 

climatic feedback simulation study. This study aims to fill this gap (investigation of the effect of 

wetland drainage on MW USA hydro-climatology) by using  high resolution (T85 horizontal gird 

mesh) community climate system model to test the following two hypotheses (1) large scale 

artificial drainage has significantly changed the energy and water fluxes in MW USA, thus 

affecting the hydro-climatology (precipitation and temperature) in the region;  and (2) the impact 

of past LULC change on MW USA hydro-climatology is comparable or even greater than the 

impact of impact of greenhouse gas emission based climate change in the region. These 
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hypotheses are tested by designing four controlled sensitivity experiments to investigate the effect 

of changes in CO2 concentrations and land use on MW USA hydro-climatology. 

 
 
 

2.2 Related Work 
 
 
Extensive literature is available on soil moisture and precipitation feedback mechanisms. While 

the majority of these studies suggest positive soil moisture and precipitation feedback mechanism 

(Eltahir, 1998; Schar et al., 1999), some studies also suggest negative soil moisture and 

precipitation feedback mechanism (Giorgi et al., 1996). Effect of LULC has been found to be 

more pronounced in summer than winter (Li and Molders, 2008). This section summarizes the 

findings from related work in the literature. 

 
 
 

2.2.1 Soil Moisture and Precipitation Feedback 
 
 
By using the observations from FIFE (First ILSCP [International Land Surface Climatology 

Project] Field Experiment) experiment (15 X 15 km plot size), Eltahir (1998) showed that under 

wet soil conditions, net radiation (short wave + long wave) at the surface increases to cause an 

increase in: (a) the total heat flux (sensible + latent) from the surface into the atmosphere, and (b) 

moist static energy supply to the planetary boundary layer (PBL), thus suggesting a positive soil 

moisture and precipitation feedback mechanism. In a larger scale observational study, Findell and 

Eltahir (1997) analyzed 14 years of soil moisture  (from 19 observation sites) and rainfall data 

from Illinois, and found significant positive correlation between late spring/early summer soil 

saturation conditions and rainfall during the summer months. 

Schar et al. (1999) analyzed the sensitivity of summertime European precipitation to initial soil 

moisture condition using a regional climate model (Europa-Model developed by German Weather 

Service). Their results suggested a strong coupling between initial soil moisture condition and 

summertime precipitation. However, majority of the surplus precipitation was not due to 

increased evapotranspiration in the region (Fig. 2.2a), but was caused by water vapor of advective 

origin that precipitated in the region due to increased precipitation efficiency under wet soil 

condition. Increased precipitation efficiency is due to lower rise of PBL under wet soil condition 
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(Figs. 2.2b and 2.2c). Findell and Eltahir (2003) used atmospheric sounding data from Central 

Illinois and found that there is higher probability of convection triggering (precipitation likely) 

under wet soil condition compared to dry soil condition.  

 
Fig. 2.2: (a) Recycling precipitation mechanism (increased evapotranspiration contributed to 

enhanced precipitation in the region); (b) Day time evolution of Planetary Boundary 
layer (PBL) in dry soil condition; and (c) Day time evolution of PBL in saturated upper 
horizon. ML – Mixed Layer, EZ – Entrainment Zone, FA – Free Atmosphere, SBL – 
Stable Boundary Layer, RL – Residual Layer, CI – Capping Inversion, Z - Height 

 
 
Recycling ratio is defined as the contribution of local ET to total precipitation in the region (Fig. 

2a). Using NARR (North American Regional Reanalysis) data, Dominguez and Kumar (2008) 

found that recycling ratio is negatively correlated to precipitation in the eastern part of MW USA 

(humid region), and moisture of advective origin is the largest contributor to precipitation in the 

region. Findings of Dominguez and Kumar (2008) are consistent with findings of Schar et al. 

(1999), who also concluded that increased ET under wet soil condition does not contribute 

directly to increased precipitation.  

Giorgi et al. (1996) proposed negative soil moisture and precipitation feedback mechanism (dry 

condition� increase in sensible heat flux� increase in Buoyancy� sustained convection) in the 

western part of MW USA (water limited upper Mississippi River basin). However, their findings 

are based on regional climate modeling experiment for two extreme cases including  1988 

summer drought (La Nina event) and 1993 summer flood (El Nino event), where large scale 

atmospheric conditions dominate the hydro-climatology in the region. Findell and Eltahir (2003)  

differentiated the precipitation events dominated by large scale atmospheric conditions with 
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precipitation events dominated by land surface conditions in the region, and found that there are 

higher chances of precipitation under wet soil conditions compared to dry soil conditions in the 

latter case (precipitation events dominated by land surface conditions). 

 
 
 

2.2.2 LULC change and Climate change 
 
 
The term climate change in this study refers to green house gas emission based climate change, 

i.e., global warming due to an increase in CO2 concentration in the atmosphere. Studying the 

impact of climate and LULC changes on hydro-climatology are active areas of research. LULC 

change is found to have significant impact on regional climate, but at global scale, increase in 

precipitation or temperature in one region is canceled by decreases in other regions (Feddema et 

al. 2005).  Li and Molders (2008) used the fully coupled CCSM (version 2.0.1) to study the 

impact of doubled CO2 and regional LULC change on regional and global water cycle. Impact of 

LULC change (very small fraction at global scale) was largely confined to the region of 

disturbances, and global impact of doubling CO2 resulted in a slower water cycle (water stayed 

longer in the atmosphere). Numerical simulations showed that large scale (~100%) Amazonian 

deforestation can result in significant reduction in summer time precipitation in Amazon as well 

as the surrounding area (Werth and Avissar 2002). Bonan (1999) investigated the impact of 

deforestation in the United States using CCM3 (Community Climate Model), and found that the 

conversion of forest into cropland in the Eastern U.S. has decreased the mean annual surface 

temperature by 0.6 to 1.0 OC.  

Steyaert and Knox (2008) reconstructed historical LULC change map for the Eastern U. S., and 

concluded that land surface characteristics have significantly changed since the pre-European 

settlement time (~ 1600), and suggested further investigation of climatic feedback of changed 

land surface characteristics. Strack et al. (2008) found that  the LULC change since the European 

settlement  in eastern U.S. has made the land surface warmer, but the precipitation is not affected 

for the month of June (simulations were not performed for other months). Carrington et al. (2001) 

investigated the impact of wetland vegetation on mid Holocene (~ 6000 years before present) 

climate of North Africa region using CCM3, and concluded that local recycling of water due to 

wetland presence was a necessary component for maintaining the mid Holocene landscape in the 

region covered with grassland along with scattered lakes and wetlands.  
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Studies reviewed in this section demonstrate the interaction between soil moisture condition and 

atmospheric feedback, and the impact of LULC change on regional climate. This study aims to 

understand these interactions due to large scale drainage activities in MW USA. In addition, 

unlike most previous studies on climate change that do not offer quantitative or qualitative 

verification of their results due to future forecasts, this study (which addresses the issue of past 

climate and LULC changes) uses  observed climatic data over the past one century and related 

literature to support its conclusions. Finally, this study investigates the combined effect of climate 

and LULC change, as well as their individual contributions to the past hydro-climatology of MW 

USA. Model validation with NARR data is also expected to provide insights on the performance 

of CCSM3 for regional hydro-climatic studies.  

 
 
 

2.3 Study Area 
 
 
MW USA is a mid-latitude region extending from 35-500 N latitudes, and 80-900 W longitudes 

(Fig. 2.7). The region is mostly surrounded by the land area except for the Great Lakes in its 

northern part, and land surface condition plays a major role in determining regional weather and 

climate (Koster et al., 2000). Major river basins in the region are Upper Mississippi River Basin 

(UMRB), Ohio River Basin (ORB), and parts of Great Lakes Basin (GLB; Fig. 2.3a). Present 

landscape in the region is dominated with agricultural area covering 58% of region followed by 

forest (26%), wetlands (8%), and urban area (3%; Fig. 2.3b). Mean annual and seasonal 

climatology and their spatial variability (standard deviation) based on PRISM data (Daly et al., 

1997, 1998) are presented in Table 2.1 and Fig. 2.4. Mean annual total precipitation in the region 

is 889 mm and annual average temperature is 8.5 OC. Mean annual temperature shows north-

south gradient (Fig. 2.4a) and annual total precipitation shows north-west to south-east gradient 

(Fig. 2.4b). Based on climatic condition, the eastern part of MW USA (ORB; energy limited) is 

humid, whereas the western half (UMRB; water limited) represents the transition zone from 

humid to semi-arid (Berbery et al. 2003).  

Glacier deposition dominates most of the landscape in MW USA (Whitney 1994, p. 44). Most 

recent glacial retreat in the region was 10 thousand years ago (Wisconsonian glaciation; 

Wikipedia 2009). Central Lowland is the major physiographic province in the region (Fenneman 

and Johnson 1946), which is comprised of sedimentary rock with gently sloping or undulating 
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topography.  Glacial advance and retreat over the past two million years has muted the 

topography in most part of the region (Hudson 2007, p. 129). The southern and eastern 

boundaries of the region are un-glaciated (foothills of the Appalachians), and are characterized by 

plateaus and hilly terrain (Hudson 2007, page 129). Due to limited time (10 thousand years) since 

the last glacial retreat (on geologic time scale), most parts of the MW USA has immature 

topography characterized by poorly developed drainage network with presence of lakes and 

wetlands (Whitney 1994, page 44; Paull and Paull 1977, page 78). 

 
Fig. 2.3: (a) Study area (Midwestern United States) and major river basin (gray thick line); (b) 

Major land cover types in Midwestern United States at present. Source: NLCD 1992. 
GLB: Great Lakes Basin, MORB: Missouri River Basin, OHRB: Ohio River Basin, 
SRRB: Sourris-Red-Rainy Basin, UMRB: Upper Mississippi River Basin. 

 
 
Abandonment of agricultural farms in the Eastern United States, rising demand for agricultural 

produce in the world market, and advancement in drainage technology (tile drains) attracted 

settlers to MW USA (Williams 1989, page 128; Richards, 1984). The US Congress passed the 

Swamp Land Acts in 1849 and 1850 for wetland reclamation. However, no large scale drainage 

activity could be carried out until massive state intervention came through. Passage of state 

drainage laws and formation of drainage districts in the latter half of the 19th century and early 

half of the 20th century spurred large scale drainage projects in the region (Bogue 1951; Herget 

1978). Once drained, MW USA wetland soils (rich in the organic matter) became some of the 



12 
 

most productive soils in the world (Whitney 1994, p. 277), thus transforming areas that were once 

prairies and wetlands into the Corn Belt. 

Table 2.1: Normal PRISM climatology for Midwestern United States.  
 

Variable 1971-2000   
Annual  average T max (

OC) 14.4(3.0) 

Annual average T min (OC) 2.6(3.0) 

Summer (JJA) average T max (
OC) 27.5(2.1) 

Winter (DJF) average T min (OC) -10.5(4.5) 
Annual total Precipitation (mm) 889 (151) 
Summer (JJA) total Precipitation (mm) 300 (29) 

Numbers represent average and standard deviation (spatial variation, in parenthesis) for the years 
1971-2000. JJA: June, July and August, DJF: December, January and February. 
 

 
Fig. 2.4: Annual average normal climatology (1970-2000) for the study area. (a) annual average 

temperature in OC; (b) annual total precipitation in mm 
 
 
 

2.4 Model Description 
 
 
The Community Climate System Model Version 3.0.1 (CCSM3) is a fully coupled (atmosphere, 

land, ocean, and sea ice) global model to simulate earth’s past, present and future climate (Collins 

et al. 2006). It has four independent physical components (atmosphere, land, ocean, and sea ice) 

which communicate with each other through a central flux coupler for exchange of fluxes 
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(momentum, water, heat, and salt) and state variables (temperature, salinity, velocity, pressure, 

humidity and air density). Internal time steps for land and atmosphere components are 10 and 20 

minutes, respectively; whereas ocean and sea ice components run at hourly time step (Collins et 

al. 2006). The description of CCSM3 is available at http://www.ccsm.ucar.edu/models/ccsm3.0/, 

and its applications including model upgrades, limitations and future challenges are described in a 

series of papers (25 papers) in a special issue of the Journal of Climate (Gent 2006). High 

resolution CCSM3 (T85; ~140 km horizontal grid mesh size) has been used for future climate 

change projections (IPCC AR4), and low resolution (T31; ~ 375 km horizontal grid mesh size) is 

suitable for paleo-climate study requiring several thousand years of simulation (Yeager et al. 

2006). CCSM3 and its earlier version have also been used for regional scale climate 

assessment/validation, climate change, and LULC change studies (Bonan, 1999; Bonan et al. 

2002; Carrington et al. 2001; Dickinson et al., 2006; Li and Molders, 2008).  

The atmospheric component (Community Atmosphere Model, CAM3) within CCSM3 has 26 

vertical levels with pure sigma coordinates near the surface (to avoid orographic difficulty due to 

undulating terrain features; Phillips, 1957), hybrid sigma to pressure coordinate in intermediate 

zone, and pure pressure coordinates towards top of the model (above ~83mb; Collins et al. 2006). 

In CAM3, parameterization of clouds and precipitation processes, radiation process and aerosols 

are significantly revised compared to its earlier version CAM2 (Collins et al., 2006; Boville et al. 

2006). The land component (Community Land Model, CLM3) within CCSM3 is integrated on 

the same horizontal grid mesh size as CAM3, and each gird cell has three level tile structure  to 

represent the spatial heterogeneity of the land surface (Dickinson et al., 2006). Each gird cell is 

divided into four major land units: glacier, lake, wetlands, and vegetated cover including bare 

soil. Each land unit can have snow columns for up to five layers; each vegetation unit can have up 

to 4 out of 16 PFTs (Plant Functional Types), and soil columns are divided into 10 layers (Bonan 

et al., 2002; Dickinson et al., 2006). At every time step, CLM outputs include surface albedo, 

upward long- wave radiation, sensible and latent heat fluxes, and surface wind stress to CAM. In 

turn CAM provides incident solar radiation, incident long-wave radiation, convective and large-

scale precipitation, lowest level temperature, horizontal wind components, specific humidity, and 

pressure height above surface to CLM at each time step (Zeng et al. 2002). Wetlands are 

parameterized as a standing column of water (no soil) without vegetation. No explicit surface 

runoff, infiltration and sub-surface drainage are allowed from the wetland, and runoff from 

wetlands is calculated as a residual of the water balance term (Oleson et al., 2004). 
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2.5 Methodology 
 
 
The methodology involves conducting four sensitivity experiments to investigate the effect of 

climate and LULC changes in MW USA using CCSM3. The effect of climate change is 

incorporated by using different CO2 concentration levels, and the change in LULC is 

incorporated by using historical drainage data. Long term historical observations for temperature 

and precipitation, and related work in the literature have been used to verify conclusions drawn 

from the model results. Key points in the methodology are elaborated below. 

 
 
 

2.5.1 Drainage Data Reconstruction 
 
 
Spatial and temporal distribution of wetland drainage estimates are required for the CCSM3 

sensitivity experiments. Drainage estimates from the United States Department of Commerce 

Bureau of Census reports (Bureau of the Census, 1932, 1952, 1961, 1973, 1981) are used in this 

study. Bureau of the Census provides decadal time series of state level drainage estimate from 

year 1870 and county level drainage estimate from year 1920. Decadal time series of total 

drainage area (Land in Drainage Enterprises) for Midwest and conterminous USA is shown in 

Fig. 2.5. As evident from Fig. 2.5b, MW USA remains the most drained region, with 

approximately 20% of its area drained by year 1960 compared to approximately 5% for the 

conterminous USA during the same time period. In 1970s, new large scale drainage project 

activities slowed considerably because of various reasons including (i)  most farms requiring 

drainage through large scale public project had been fully or partially drained, (ii) technological 

advancements placed private drainage activity within the reach of individual farmers, and (iii) 

change in governmental policy  (Bureau of the Census, 1978). From 1977 onwards, the federal 

government stopped supporting new drainage projects, thus ending the era of government 

supported large scale drainage projects in the United States (McCorvie and Lant, 1993). Although 

some wetland restoration activity has begun, it is much less (0.1%) compared to massive scale 

drainage activity carried out earlier (McCorvie and Lant 1993). Based on the present day land use 

data (NLCD 1992), it is reasonable to assume that the massive scale of drainage projects installed 

in early half of 20th century has been maintained on the landscape, as all the drained area remains 

in agriculture production in the Midwest region (Figs. 2.3b and 2.6a). 
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(a) (b) 
Fig. 2.5: Decadal time series of drainage extent in United States and MW USA region (a) 

Absolute land area (b) percentage of total land area 
 
 
Fig. 2.6a shows the spatial variability in drainage estimate (expressed as % of area drained) for 

year 1930. After 1930, drainage area in the Midwest reached a plateau; whereas the drainage area 

at the national level continued to increase at a slower pace (see Fig. 2.5). Midwest region exhibits 

a high degree of spatial variability in drainage intensity (Fig. 6b): Indiana is the most highly 

drained state (~48% in year 1960) followed by Ohio (~33%), Michigan (~27%), Minnesota 

(20%), Iowa (19%), Illinois (15%), Missouri (~7%) and Wisconsin (~2%). Spatial variability in 

drainage areas in different states could be due to availability of land area requiring drainage in 

individual states. For sensitivity experiment design, the drainage estimate for 1950 is used 

because it represents the maximum drainage area in MW USA (Fig. 2.5). The county level 

drainage intensity map is first rasterized to T85 grid cell size (~ 140 km), and overlapped with 

CCSM3 grid to assign wetland percentage to individual grid cells in the Midwest region. Fig. 2.7a 

shows the present (1990’s) wetland extent in CCSM3 surface data (default data set), and Fig. 2.7b 

shows the reconstructed wetland data for 1870 condition.  Average wetland representation in the 

masked domain (shown in Fig. 2.7) for the present condition is 1%, and for 1870 condition, it is 

19%. 

Information related to wetland loss is also available from Dhal (1990), Pavelis (1987), and 

Steyaert and Knox (2008). Dhal (1990) estimated 14% wetland loss in the Midwestern states 

from 1780 and 1980. One of the possible reasons of difference between Bureau of the Census 

estimate (~20%) and Dhal (1990) estimate (14%) could be the definition of wetlands.  A farm 

may require drainage to improve soil-environment in the root zone, and it may not come under 

wetland definition (Pavelis 1987, Dideriksen et al. 1978). Potential saturated soil (~ wetlands) 

maps reconstructed by Steyaert and Knox (2008) are consistent with Dhal (1990). Because 
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Bureau of the Census provided the most detailed estimate (spatial distribution at county level) 

compared to other two datasets (Dhal (1990) at state level and Pavelis (1987) at national level), 

Bureau of the Census estimate is used for sensitivity experiment design. 

 
 

 
Fig. 2.6 (a): Drainage intensity map for year 1930’s. (Raster map of % of county area drained) 
 
  

 
0 

100 
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Fig. 2.6 (b): Decadal time series of drainage extent in Midwestern States (% of land area drained) 

 
 
 

2.5.2 Sensitivity Experiment Design and Model Runs 
 
 
In this study interaction between atmosphere (CAM) and land surface (CLM) is modeled at T85 

(~140 km) horizontal gird mesh size with default sea surface temperature (SST) and sea ice 

concentration at 1o horizontal gird mesh size (Hurrell SST climatology). Because the primary 

focus of this study is to analyze the impact of wetland drainage (LULC change) at regional scale 

(MW USA only), default SST and sea ice concentration are used. This approach is consistent 

with past studies by Bonan (1997; 1999) and Findell et al. (2009). In addition, SST is found to 

have stronger influence in tropic and sub tropic regions than in mid latitude where land-

atmospheric interaction plays a greater role (Koster et al. 2000). High resolution CCSM3 (T85 

horizontal grid mesh) is used in this regional scale assessment study because it has been found to 

show the highest climate sensitivity (increase in global average mean surface temperature when 

atmospheric CO2 concentration is doubled; Collins et al., 2006) compared to intermediate (T42 - 

horizontal grid mesh) and low resolution (T31 horizontal grid mesh) CCSM results (Kiehl et al., 

2006; Kiehl and Gent 2004).   

To compare the effects of wetland drainage with green house gas based climate change effects for 

MW USA (regional scale), the model is run for 1990 (355 ppm) and 1870 (289 ppm) CO2 

concentration levels with and without wetlands in each case. Except for wetland change in 

surface data (Fig. 2.7), and green house gas based external forcing (CO2 concentration), all other 

datasets (e.g., vegetation type, SST) are kept unchanged across different modeling experiments. 
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Thus, a total of four control runs are designed for the study (i) 355 ppm CO2 for year 1990 

excluding wetland (1990C), (ii) 355 ppm CO2 for 1990 including wetland (1990W), (iii)  289 

ppm CO2 for year 1870 excluding wetland (1870C), and (iv) 289 ppm CO2 including wetland 

(1870W). For each experiment, the model is run for 25 years including the first five years as spin-

up period. Thus, only 20 years of monthly model output from each experiment is included in the 

analysis.  

(a) (b) 
Fig. 2.7: Wetland representation in CCSM3 (a) present condition in year 1990 (1%) (b) Pre-

settlement condition in year 1870 (19%) 
 
 
CCSM3 model runs are executed on the Purdue TeraGrid Steele Cluster through a newly 

developed user friendly web portal (http://www.purdue.teragrid.org/ccsmportal). Any user can 

take advantage of TeraGrid computing resource for running CCSM3 model through this portal 

(Basumalik et al., 2007). Model output is processed using NCL (NCAR Command Language, 

http://www.ncl.ucar.edu/) and NCO (netCDF Operators, http://nco.sourceforge.net/). 

 
 
 

2.5.3 Model Validation 
 
 
Before analyzing the results of sensitivity experiments, the CCSM3 model results for existing 

conditions (1990C) are validated against high resolution NARR (North American Regional 

Reanalysis) data. NARR provides a high frequency (3-hour), high resolution (32 km mesh size) 

atmospheric and land surface hydrology data set for the North American domain from 1979 to 

present. The NARR dataset is developed as a major improvement upon earlier National Center 

for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) Global 



19 
 

Reanalysis (GR) datasets in terms of resolution and accuracy (Mesinger et al. 2006). NARR data 

are generated by using lateral boundary conditions from NCEP GR2 (Kanamitsu et al., 2002), the 

NCEP Eta model (Mesinger 2000) and its data assimilation system (Rogers et al., 2001), the 

NOAH land surface model, and observations (e.g. precipitation, radiance, 10 m wind seed). 

Successful assimilation of high quality detailed precipitation observation in the NARR system 

provides a much improved dataset of land-atmospheric interaction and land-surface hydrology 

(Mesinger et al. 2006). 

The NARR data are re-gridded to T85 mesh size, and monthly NARR climatology for the present 

time is prepared from a 20 year monthly data set (1980-1999) centered around 1990. Analysis is 

performed for the MW domain only by applying a regional mask to the re-gridded NARR data. 

Fig. 2.8 shows the monthly climatology of the NARR data versus CCSM3 results (1990C) for 

selected variables. Annual average values and temporal variability from NARR data and all four 

CCSM3 runs are presented in Table 2.2. Summer is considered from May to October (6 months), 

and winter is considered from November to April (6 months). 

Monthly climatology of incoming solar radiation (FSDS) at the surface is well simulated by 

CCSM3. There is a negative bias in winter (-24.7 watts/m2) and small positive bias in summer 

(3.7 watts/m2), thus causing an annual under estimation of 5% (-10.5 watts/m2). Net short-wave 

radiation is also well simulated by CCSM3, but a small overestimation during the summer creates 

an overall annual overestimation of 7% (10.7 watts/m2). There is a large overestimation of net 

long-wave radiation flux during the summer months to produce an annual overestimation of 27% 

(16.3 watts/m2).  

Sensible heat flux from CCSM3 is highly overestimated (32% or 8.7 w/m2), and latent heat flux is 

highly under estimated (32% or -20.9 w/m2) during the summer. NARR climatology of sensible 

heat flux and latent heat flux is similar to the climatology found by Berbery et al. (2003) using 

NCEP’s Eta model. Berbery et al. concluded that during the summer (coinciding with the 

vegetation growing season), increases in net radiation (short- and long-wave) are balanced by 

increases in latent heat flux with minimal or no increase in sensible heat flux (Figs.2.8b-c). 

However, CCSM3 results do not show considerably enhanced (~ 2 times) latent heat flux 

compared to sensible heat flux during the summer. Improper partitioning of net radiation into 

sensible and latent heat flux may be one of the main reasons behind other summer biases 
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observed in CCSM3 results (e.g. warming bias during the summer, overestimation of net long-

wave radiation flux).  

Table 2.2: Mean annual climatology of NARR and CCSM3 results for MW USA.  

Variable Unit  NARR 1990C 1990W 1870C 1870W 

Incoming solar 
radiation   

watts/m2 210.2 
(13.0) 

190.7 
(13.6) 

189.5 
(14.4) 

193.1 
(14.6) 

192.7 
(14.5) 

Net short wave 
radiation 

watts/m2 146.4 
(11.2) 

157.1 
(11.7) 

157.4 
(12.4) 

158.8 
(12.4) 

159.2 
(12.6) 

Net long wave 
radiation 

watts/m2 60.6 
(8.4) 

76.9 
(10.1) 

72.4 
(9.6) 

77.8 
(10.7) 

73.1 
(9.5) 

Sensible heat 
flux 

watts/m2 27.0 
(9.4) 

35.8 
(12.4) 

26.1 
(10.8) 

36.5 
(12.6) 

27.7 
(10.7) 

Latent heat flux watts/m2 64.8 
(9.8) 

43.9 
(12.8) 

58.4 
(10.9) 

44.1 
(13.1) 

57.9 
(10.7) 

2 m air 
Temperature 

OC 9.5 
(2.1) 

11.7 
(2.2) 

11.2 
(2.2) 

11.2 
(2.4) 

10.3 
(2.2) 

Total 
Precipitations 

mm/year 839 
(431) 

615 
(356) 

667 
(363) 

616 
(371) 

656 
(352) 

Convective 
Precipitation 

mm/year 420 
(235) 

286 
(176) 

334 
(173) 

288 
(176) 

333 
(170) 

Large Scale 
Precipitation 

mm/year 419 
(278) 

329 
(180) 

333 
(190) 

328 
(195) 

323 
(182) 

ET  mm/year  551 773 553 727 

P-ET mm/year   64 -106 63 -71 

Numbers in parenthesis represents average values of monthly standard deviation. For 
precipitation monthly standard deviation is multiplied by 12 to be consistent with annual total 
value. 
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(a) Incoming solar radiation at surface (b) Net short wave radiation flux 

  
(c) Net long wave radiation flux (d) Sensible heat flux 

  
(e) Latent heat flux (f) 2 m air temperature 

  
(g) Total precipitation (h) Difference of summer precipitation 

Fig. 2.8: Comparison between NARR climatology and CCSM3 climatology for 1990C case. 
Shaded regions show inter annual variability at 95% confidence level in each case 

  

CCSM (1990 C)

NARR
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The monthly climatology of 2 m air temperature is well captured by CCSM3. The 2 m air 

temperature is overestimated during summer months to produce an annual warming bias of 2.3 
OC (Fig. 2.8f). It should be noted that observed 2m air temperature is not assimilated in the 

NARR system. However, NARR produced improved prediction of 2m air temperature compared 

to GR2 data (Mesinger et al. 2006). One of the major success stories of NARR is assimilation of 

observed precipitation; hence NARR precipitation can be treated as observed data (Mesinger et 

al. 2006). Compared to NARR data, CCSM3 highly underestimates summer precipitation to 

produce an annual underestimation of 25% ( -206mm) (Fig. 2.8g). A closer look at precipitation 

data shows that convective precipitation dominates the summer precipitation. Therefore, 

convective precipitation is more underestimated (32% or -132 mm) compared to large scale 

precipitation (22% or -91 mm). Total precipitation is equally divided between convective and 

large scale precipitation in NARR as well as in CCSM3 outputs (Table 2.2). Similar findings of 

CSSM results compared with the observed precipitation data are also reported for central and 

eastern US by Bonan et al (2002), and for the St. Lawrence region (area surrounding Great Lakes 

in USA and Canada) by Li et al. (2008).  

The spatial distribution of summer precipitation difference shows that underestimation of 

precipitation is confined mainly to the western region of the study domain (Upper Mississippi and 

Missouri river basin); whereas overestimation (although small) is confined to the eastern domain 

(Ohio River basin). Underestimation of large scale precipitation (-80 mm MW summer total) is 

evenly distributed across the MW domain, but convective precipitation (-108 mm MW summer 

total) is highly underestimated in the western domain with small overestimation of convective 

precipitation in the eastern domain (not shown). It seems that the CCSM3 convective scheme 

works fine in the energy limited (abundance of soil moisture for ET) eastern domain, but it highly 

underestimates precipitation in the water limited (availability of water becomes a limiting factor 

for evapotranspiration) western domain (Berbery et al., 2003; Dominguez and kumar, 2008). Li et 

al. (2008) reports the shortcoming of convective scheme as one of the possible reasons for 

precipitation underestimation in CCSM3 results. 
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2.5.4 Examination of Inter-annual Variability in Model Fluxes 
 
 
Validation of certain CCSM3 output variables (e.g., net long wave radiation, sensible and latent 

heat flux) show that CCSM3 results have significant biases. It can be argued that this model bias 

can be handled in CCSM3 sensitivity experiments by taking the difference of model outputs. To 

support this argument, and to gain more faith in the difference between two CCSM3 outputs, 

CCSM3 results are examined  for their ability to describe inter-annual variability in model  

energy fluxes  between dry and wet years. The mean difference in monthly climatology between 

the five driest and five wettest years from 1980 to 1999 using NARR data and CCSM3 results for 

the study region is presented in Table 2.3 and Fig. 2.9. CCSM3 climatology is extracted from the 

seven member ensemble CCSM3 20th century run for the study region (available at Earth System 

Grid, http://www.earthsystemgrid.org/). Table 2.3 presents both the annual difference in 

climatology and the difference during summer months (May to October). Seasonal data are 

presented because previous studies (e.g., Koster et al., 2000; Li and Molders, 2008) have found 

that land surface condition in the mid-latitude region has considerable effect on hydro-climatic 

variables during summer months.  

Table 2.3: Mean difference climatology between 5 driest and 5 wettest years during 1980 to 1999 
for NARR and CCSM3 data in MW USA.  

  
Variable 

  
Units 

Annual  May – October  

NARR CCSM3 NARR CCSM3 

Net short wave radiation watts/m2 4.2 7.0 5.1 5.8 

Net long wave radiation watts/m2 4.3 7.3 6.0 7.3 

Sensible heat flux watts/m2 6.8 8.1 11.0 10.9 

Latent heat flux watts/m2 -5.2 -8.5 -10.7 -13.0 

2 m air Temperature OC 0.20 0.79 0.30 1.57 

Total precipitation mm -201 -215 -118 -119 

CCSM3 values represents mean of seven member ensemble runs. Summer Average is for the 
month May to October. 
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(a) Net short wave radiation (b) Net long wave radiation 

(c) Sensible heat flux (d) Latent heat flux 

(e) 2m air temperature (f) Total precipitation 

Fig. 2.9: Difference climatology of NARR and CCSM3 between 5 driest and 5 wettest years 
during 1980 to 1999 for the study region. CCSM3 climatology represents mean value of 
7 member ensemble run (Section 2.5.4). X-axis represent month January to December (1 
to 12). 
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The results show that difference in total annual precipitation between the driest and wettest years 

is almost equal for both NARR (-201mm) and CCSM3 (-215mm) as shown in Table 2.3. The 

overall pattern as well as monthly variations in most climatic variables is comparable between 

NARR data and CCSM3 ensemble runs as shown in Fig. 2.9. The magnitude of changes in 

surface energy and radiation fluxes are of same order for both NARR data and CCSM3 output. 

The annual difference in surface energy and radiation flux is higher in CCSM3 results compared 

to NARR data (63% for latent heat flux). However, results are much better for the summer 

months compared to the annual data (21% for latent heat flux during summer). These differences 

could be due to difference in land surface parametrization scheme and/or may be some biases in 

NARR data could also be contributing to the diffrences. CCSM3 shows higher sensitivity to 

temperature change compared to NARR data between dry and wet years with both annual and 

seasonal data. The overall similarity of CCSM3 outputs in capturing the inter-annual variability in 

most climatic variables, particularly during summer seasons,  strengthen the argument that the 

results obtained by taking the difference in CCSM3 model output can provide reasonable findings  

by canceling out the model biases. 

 
 
 

2.6 Sensitivity Experiment Results 
 
 
 

2.6.1 LULC change versus climate change 
 
 
The results of the effect of climate and land use change are presented by subtracting the CCSM3 

output for one scenario from another to neutralize the effect of biases found in CCSM3 during 

validation. It is argued that the biases observed during validation will apply equally to all CCSM3 

results, and hence the difference between two outputs will be unbiased (Li and Molders, 2008; 

also discussed in Section 2.5.4). In addition, for the most part climatic variability is well captured 

by CCSM3 results (width of shaded region in Figs. 2.8 a–g and standard deviations shown in 

Table 2.2); hence, statistical significance of the difference in climatology can be ascertained. 

Global evolution of climate under changed land cover conditions is expected to provide better 

assessment (dynamically consistent) in CCSM3 experiments compared to a RCM (Regional 

Climate Model) based study where lateral boundary condition are taken from either 
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observation/reanalysis or GCM (Global Climate Model) output that are not forced with changed 

landscape condition (e.g. Strack et al., 2008). 

Results from CCSM3 runs are combined in 5 different groups, with each group representing the 

difference between two CCSM3 runs. These five groups are: (1) 1990C-1990W: effect of wetland 

drainage under 355 ppm CO2 concentrations, (2) 1990W-1870W: effect of climate change with 

CO2 concentration increase from 289 to 355 ppm in the presence of wetlands, (3) 1990C-1870W: 

combined effect of wetland drainage and climate change, (4) 1870C-1870W:  effect of wetland 

drainage under 289 ppm CO2 concentrations, and (5) 1990C-1870C: effect of  climate change 

with CO2 concentration increase from 289 to 355 ppm without the presence of wetlands. For 

most variables, results from Groups 1 and 4, and Groups 2 and 5 are found similar, and therefore 

results from only groups 1-3 are presented in detail. Figs. 2.10 -2.16 show the results from 

CCSM3 runs for the effects of wetland drainage (1990C-1990W), climate change (1990W-

1870W), and combined climate change and wetland drainage (1990C-1870W) in terms of 

difference in monthly climatology for the Midwest domain.  Annual average values and their 

temporal variability (standard deviations) calculated from 20 years of monthly output data for 

each CCSM3 run are presented in Table 2.2.  

Net short-wave radiation is the difference between incoming solar radiation and reflected solar 

radiation at the surface (+ve downward).  As demonstrated in Fig. 2.1, drainage of wetlands for 

agricultural activities will increase the reflected solar radiation and decrease the net short wave 

radiation, thus increasing the surface albedo. Decrease in net short wave radiation due to wetland 

drainage is predominant during most of the summer months (May to September); however, it is 

found statistically significant only during the month of June (Fig. 2.10a). The effect of climate 

change is the decrease in net short wave radiation over most part of the year; however, no result is 

statistically significant (Fig. 2.10b). Annual average decrease in net short wave radiation due to 

wetland drainage is 0.3 watts/m2 (+ve and –ve sign during winter and summer months cancel 

each other), and decrease due to climate change is 1.8 watts/m2. Thus, the combined effect of 

climate change and wetland drainage on net short wave radiation is a reduction of 2.2 watts/m2. 

Decrease in net short wave radiations due to combined effect is statistically significant during 

July and August (Fig. 2.10c). The spatial distribution of decrease in net short wave radiation due 

to combined effect during the summer months (Fig. 2.10d) follows the wetland drainage pattern 

(Fig. 2.7b), with higher decrease in wetland drained cells compared to small or no change in non-

wetland drained cells. 
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(a) (b) 

 
(c) (d) 

Fig. 2.10: Difference in Net short wave radiation (watts/m2) between CCSM3 runs. Shaded 
region in (a) – (c) represents 95% confidence level uncertainty range calculated from 
20 years of monthly data from each CCSM3 run. Spatial distribution for each variable 
in (d) represents absolute difference over the summer months (May to October). 

 
 
Net long wave radiation is the difference between the outgoing long wave radiation emitted by 

the earth surface and the atmosphere (terrestrial radiation) and  the downward long wave radiation 

from the atmosphere to the earth surface (+ve upward). Warmer earth surface due to wetland 

drainage has increased net long wave radiation, particularly during the summer months, and the 

results are statistically significant from July to October (Fig. 2.11a). The effect of climate change 

is a small decrease in net long wave radiations during most part of the year, but the results are not 

statistically significant for any month (Fig. 2.11b). Annual average increase in net long wave 

radiations due to wetland drainage is 4.4 watts/m2; whereas annual average decrease in net long 

wave radiation due to climate change is 0.7 watts/m2. Therefore, the combined effect is an 

increase of 3.7 watts/m2 increase in annual net long wave radiations. Monthly climatology of the 

combined effect follows the monthly climatology of the effect of wetland drainage, and 

statistically significant increases are found during the months of July to September (Fig. 2.11c).  

The spatial distribution of increase in net long-wave radiation during the summer months (Fig. 

1990C – 1990W
1990W – 1870W

1990C – 1870W 1990C – 1870W
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2.11d) follows the wetland drainage pattern (Fig. 2.7b), with higher increase in wetland drained 

cells compared to small or no change in non-wetland drained cells.  

(a) (b) 

(c) (d) 
Fig. 2.11: Difference in Net long wave radiation (watts/m2) between CCCSM3 runs. Shaded 

region in (a) – (c) represents 95% confidence level uncertainty range calculated from 
20 years of monthly data from each CCSM3 run. Spatial distribution for each variable 
in (d) represents absolute difference over the summer months (May to October). 

 
 
Sensible heat flux has increased during most part of the year due to wetland drainage, and the 

results are statistically significant from April to October (Fig. 2.12a). There is no significant 

change in sensible heat flux due to climate change (Fig. 2.12b), and the combined effect follows 

the pattern similar to that of the wetland drainage (Fig. 2.12c). Annual average increase in 

sensible heat flux due to wetland drainage is 9.7 watts/m2; whereas the annual average decrease in 

sensible heat flux due to climate change is 1.6 watts/m2. Therefore, the combined effect is an as 

annual average increase of 8.1 watts/m2 in sensible heat flux. The spatial distribution of the 

increase in sensible heat flux due to combined effect during the summer months is shown in Fig. 

2.12d, which is similar to the distribution pattern from wetland drainage as shown in Fig. 2.7b. 

1990C – 1990W
1990W – 1870W

1990C – 1870W 1990C – 1870W
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(a) (b) 

 
(c) (d) 

Fig. 2.12: Difference in sensible heat flux (watts/m2) between CCCSM3 runs. Shaded region in 
(a) – (c) represents 95% confidence level uncertainty range calculated from 20 years of 
monthly data from each CCSM3 run. Spatial distribution for each variable in (d) 
represents absolute difference over the summer months (May to October). 

 
 
Latent heat flux has decreased during most of the year due to wetland drainage, and the results are 

statistically significant for April- October (Fig. 2.13a). There is no significant change in latent 

heat flux due to climate change (Fig. 2.13b), and the combined effect follows the pattern similar 

to that of wetland drainage (Fig. 2.13c). Annual average decrease in latent heat flux due to 

wetland drainage is 14.5 watts/m2; whereas the annual increase in latent heat flux due to climate 

change is 0.5 watts/m2. Therefore, the combined effect is an annual average decrease of 14.0 

watts/m2 in latent heat flux. Magnitude of annual decrease in latent heat flux is higher (14.0 

watts/m2) compared to annual increase in sensible heat flux (8.1 watts/m2), thus compensating for 

decrease in net radiation (short wave (-2.2) + long wave (-3.7) = -5.9 w/m2). The spatial 

distribution of the decrease in latent heat flux due to the combined effect is shown in Fig. 2.13d, 

and it is similar to the distribution pattern from wetland drainage (Fig. 2.7b). Ground heat flux 

constitutes a minor component of surface energy flux, and considering long term equilibrium 

1990C – 1990W 1990W – 1870W

1990C – 1870W
1990C – 1870W
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condition, ground heat flux (which is not presented in this study) can be taken as zero ( Berbery et 

al., 2003; Dirmeyer et al., 2006).  

(a) (b) 

(c) (d) 
Fig. 2.13: Difference in latent heat flux (watts/m2) between CCCSM3 runs. Shaded region in (a) 

– (c) represents 95% confidence level uncertainty range calculated from 20 years of 
monthly data from each CCSM3 run. Spatial distribution for each variable in (d) 
represents absolute difference over the summer months (May to October). 

 
 
Two meter air temperature has increased during summer months due to wetland drainage, and the 

results are statistically significant for July and August (Fig. 2.14a). Climate change has resulted in 

increased winter temperature that is statistically significant from January to March (Fig. 2.14b). 

As a result, the combined effect is a statistically significant increase in 2m air temperature during 

most of the year (Fig. 2.14c). Annual average increase in 2m air temperature due to wetland 

drainage and climate change is 0.6 OC and 0.9 OC, respectively. As a result, the combined effect 

from wetland drainage and climate change is 1.4 OC. The increase in 2m air temperature for 

wetland drained cells is relatively higher compared to un-drained cells in all summer (Figs. 2.14d 

and 2.17a) and winter (November-April; not shown) months.  

1990C – 1990W 1990W – 1870W

1990C – 1870W 1990C – 1870W
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(a) (b) 

 
(c) (d) 

Fig. 2.14: Difference in2m air temperature (OC) between CCCSM3 runs. Shaded region in (a) – 
(c) represents 95% confidence level uncertainty range calculated from 20 years of 
monthly data from each CCSM3 run. Spatial distribution for each variable in (d) 
represents absolute difference over the summer months (May to October). 

 
 
The 1870C-1870W scenario that represents the effect of wetland drainage under 289 ppm CO2 

concentration results in an increase in annual temperature (0.9 OC); whereas the 1990C-1870C 

scenario that represents the increase in CO2 concentration from 289 ppm to 355 ppm under no 

wetland condition results in an annual increase in temperature (0.5 OC), which is not statistically 

significant for any month (not shown). Average increase in annual temperature due to wetland 

drainage (0.8 OC, average of 1990C-1990W, and 1870C-1870W) is equivalent to average increase 

in annual temperature due to climate change (0.7 OC, average of 1990W-1870W, and 1990C-

1870C).  

Convective and large scale precipitation contributes equally to the total precipitation in the region 

(Table 2.2). Convective precipitation dominates during the summer season and large scale 

precipitation dominates during the winter season (not shown).  Convective precipitation has 

decreased due to wetland drainage during the summer months, but it is statistically significant 

only for the month of July (Fig. 2.15a). Climate change has not resulted in any significant change 

1990C – 1990W

1990W – 1870W

1990C – 1870W
1990C – 1870W
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in convective precipitation (Fig. 2.15b), and the combined effect follows the climatology of 

wetland drainage (Fig. 2.15c). Annual total decrease in convective precipitation due to wetland 

drainage is 52 mm, and annual total increase in convective precipitation due to climate change is 

11 mm. Therefore, the total annual decrease in convective precipitation due to combined wetland 

drainage and climate change is 41 mm.  The change in the magnitude of convective precipitation 

is proportional to the increase in the percentage of drainage in grid cells (Fig. 2.17b). For grid 

cells representing 50% or more drainage extent, the decrease in summer convective precipitation 

is more than 100 mm (Fig. 2.17b).  Under 1870 CO2 concentration (1870C-1870W), the effect of 

wetland drainage on convective precipitation is similar to that of 1990 condition (1990C-1990W), 

but the results are not statistically significant for any month (not shown). There is no statistically 

significant change in large scale precipitation in the region either due to wetland drainage, or due 

to climate change (Fig. 2.16). 

(a) (b) 

 
(c) (d) 

Fig. 2.15: Difference in convective precipitation (mm) between CCCSM3 runs. Shaded region in 
(a) – (c) represents 95% confidence level uncertainty range calculated from 20 years of 
monthly data from each CCSM3 run. Spatial distribution for each variable in (d) 
represents absolute difference over the summer months (May to October). 

 

  

1990C – 1990W 1990W – 1870W

1990C – 1870W 1990C – 1870W
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(a) (b) 

 
(c) (d) 

Fig. 2.16: Difference in large scale precipitation (mm) between CCCSM3 runs. Shaded region in 
(a) – (c) represents 95% confidence level uncertainty range calculated from 20 years of 
monthly data from each CCSM3 run. Spatial distribution for each variable in (d) 
represents absolute difference over the summer months (May to October). 

 
 

 
 

(a) (b) 
Fig. 2.17: Scatter plot of the combined effect (1990C-1870W) on (a) Summer 2 m Air 

Temperature, (b) Summer Total Convective Precipitation. 
  

1990C – 1990W 1990W – 1870W

1990C – 1870W

1990C – 1870W
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2.6.2 Long term water balance (Precipitation – Evapotranspiration) 
 
 
Long term (20 years in this study) annual average of the difference between precipitation and 

evapotranspiration (P-ET) represents blue water availability in the region (Gordon et al., 2003; 

Schuol et al. 2008). Blue water is defined as the water that is available for consumptive purposes 

(i.e., the sum of surface and sub-surface runoff and deep aquifer percolation, Schuol et al. 2008). 

Wetland drainage has increased P-ET mainly due to the decrease in ET. Climate change has 

resulted in a relatively small decrease in P-ET, mainly contributed by increases in ET over 

precipitation. Annual total increase in P-ET due to wetland drainage is 170 mm, and the total 

decrease in P-ET due to climate change is 35 mm. Therefore, the combined effect is an increase 

in blue water availability (by 135 mm) in the region (Table 2.2). Under 1870 CO2 concentration 

(1870C-1870W), the effect of wetland drainage on P-ET is similar with slightly smaller 

magnitude (134 mm). Under no wetland condition (1990C-1870C), climate change has not 

affected the overall water availability.  

P-ET serves to define long term maintenance of wetlands in the region (Carrington et al., 2001). 

P-ET is -106 and -71 mm for 1990W and 1870W, respectively, and 64 and 63 mm for 1990C and 

1870C, respectively (Table 2.2). Spatial distribution of annual P-ET for 1870W and 1990C 

scenarios is shown in Fig. 2.18. Negative values of P-ET for wetland cells indicate that water 

from adjoining cells is required for maintenance of wetlands in the region. Partitioning of total ET 

into ground evaporation (Eg), canopy evaporation (Ec), and transpiration from plants (Etr) is 

shown in Table 2.4. Ground evaporation constitutes a major portion (73%) of total ET under 

wetland conditions (1870W), and it reduces to 62% under non-wetland conditions (1990C).  ET 

exceeds precipitation in both cases (153 mm in 1870W and 56 mm in 1990C) during summer 

months. 
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(a) (b) 
Fig. 2.18: Spatial distribution of annual P-ET (a) for 1870W case (b) for 1990C case. 

 
 
Table 2.4: Partitioning of Evapotranspiration into its components: Ground evaporation (Eg), 

Canopy evaporation (Ec), and Transpiration (Etr), (Annual/Summer total in mm). 

 Variable  Annual Summer 
  1990C 1870W 1990C 1870W 
Eg 340 530 182 360 
Ec 133 127 117 112 
Etr 78 70 71 63 
ET (Total) 551 727 370 535 
P  615 656 314 382 
P-ET 64 -71 -56 -153 

 
 
 

2.7 Discussion and Implications 
 
 
CCSM3 model was used to investigate the impact of historical wetland drainage on Midwest 

hydro-climatology. The effect of wetland drainage is compared with the effect of green house gas 

emission based climate change between year 1870 and 1990. Modeling results suggest that 

wetland drainage has resulted in significant changes in regional energy budget (sensible and 

latent heat flux) and radiation budget (long wave radiation), particularly from May to October. As 

a result, the climate has become warmer, and convective precipitation has decreased during 

summer months. Except for 2 m air temperature, climate change has not resulted in any 

significant changes in other important climatic variables (e.g. precipitation, sensible heat flux, 

latent heat flux, net short and long wave radiation) in the region. Results from this study highlight 
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the importance of LULC change compared to climate change in MW USA over the past one and 

half century. 

Validation of CCSM3 results with NARR data for the Midwest domain points to some of the 

shortcomings in CCSM3. The partitioning of net radiation into sensible and latent heat flux 

during summer months is imprecise in CCSM3 for the study region. CCSM3 largely 

overestimates sensible heat flux, and underestimates latent heat flux during summer months. One 

possible reason could be that CLM3 may not be capturing the crop dynamics (increased ET 

during summer/growing season; Chow et al., 1988, p. 91-93) properly. Another reason could be 

that the underestimation of summer precipitation is getting reflected in underestimation of latent 

heat flux (Lawrence et al., 2007).  However, Wang et al. (2008) also found similar results 

(underestimation of latent heat flux) based on offline simulation (forced with observed climatic 

inputs) of CLM3 for two different land cover sites (rain forest and agricultural site).  Wang et al. 

(2008) found that the soils in CLM3 are excessively dry (due to higher runoff) and show much 

less seasonal variation as compared to observed data. The issue of partitioning of net radiation 

into sensible and latent heat flux should be investigated in more detail because it has further 

implications in terms of warming bias in the summer, overestimation of net long wave radiation, 

and lower precipitation efficiency (Schar et al., 1999).  

Higher underestimation of summer precipitation (> 200 mm) in CCSM3 results is found to be 

concentrated in the western domain of the study region. When CCSM3 results are explored for 

the entire United States, it is found that there is a narrow strip (between 900 West and 1000 West 

longitude) of highly underestimated summer precipitation that lies between the drier western part 

and the wetter east part (not shown). In semi-arid to arid western part and humid eastern part of 

the United States, precipitation simulation are much better (within + 100 mm). The transitional 

zone between wet and dry climatic region has been identified as a hot spot for studying the 

influence of soil moisture on precipitation (Koster et al., 2004). One possible reason could be the 

interaction between the excessively drier soil in CLM3 (Wang et al.  2008) and its feedback to 

precipitation (underestimation) in the transitional zone (Koster et al., 2004), but this issue needs 

further investigation.  

Previous studies have found biases in global reanalysis data (Berg et al., 2003; Maurer et al., 

2001; Roads and Betts, 2000), and it is reasonable to suspect some biases in NARR data as well. 

Therefore, some of the biases found in CCSM3 results in this study could also be due to the 
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NARR data, and difference in land surface parameterization scheme. Investigation of biases in 

NARR data is the scope of another study, presented in Chapter 3. Despite the biases in CCSM3 

output, a comparative analysis of CCSM3 flux estimates from driest and wettest years from 1980 

to 1999 show that these model biases cancel out when one output is subtracted from the other, 

thus providing confidence in the results of sensitivity experiments conducted in this study.   

For long term maintenance of wetlands in the region, annual P-ET should be close to zero 

(Carrington et al., 2001). The negative P-ET (e.g. -71mm for 1870W case) observed in this study 

could be the result of a combination of factors such as: (1) boundary of the study domain, (2) 

wetland and ET parameterization in CCSM3, and (3) underestimation of summer precipitation. 

The Midwest domain selected in this study is based on political state boundaries (simplified by 

creating Midwest mask, see Fig. 2.18) instead of using hydrologic or watershed boundary (shown 

in Fig. 2.3a) for the region. When great lakes and other surrounding areas were included in the 

analysis (full area shown in Fig. 2.18, instead of only Midwest region), difference between annual 

precipitation and ET was slightly positive (18mm; not shown). In CCSM3, wetlands are 

parameterized as open water surface without vegetation, and this results in higher ground 

evaporation (Table 2.4). However, inclusion of vegetation in wetland would have decreased total 

ET, and simultaneously, it would have also decreased precipitation to balance the difference 

between precipitation and ET (Carrington et al., 2001). Issues related to ET parameterization 

(excessive ground evaporation and canopy interception) are discussed by Lawrence et al. (2007).  

Use of improved version of land model (CLM3.5; Oleson et al. 2008) might have resulted in 

better simulation result (positive P-ET). Higher underestimation of precipitation (>200 mm) 

particularly in the summer could have also contributed to negative value of P-ET in the region. 

Sensible and latent heat flux are found to be the first order variables affected by the drainage of 

wetlands in the Midwest region. Sensitivity experiments in this study showed significant increase 

in sensible heat flux, and decrease in latent heat flux during summer months. Although the biases 

in CCSM3 may have played some role in these results, the annual average change in fluxes 

simulated in this study is several times greater than the uncertainty indentified in CCSM3 results 

(Figure 2.9 and Table 2.3). For example, annual average decrease in latent heat flux due to 

wetland drainage is 14.5 watts/m2; whereas uncertainty in CCSM3 results in simulating the 

difference in latent heat flux between dry and wet years is 3.3 watts/m2 (Table 2.3). Hence, it is 

reasonable to conclude that changes in land surface condition have significantly affected surface 

energy fluxes in the region. Magnitude of changes may differ (can become smaller) depending 
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upon the model parameterization of wetlands (e.g. Carrington et al., 2001), but it seems less likely 

that either the sign or their statistical significance will be affected. Sensible and latent heat fluxes 

are the major energy source to the atmospheric boundary layer, and are responsible for 

modulating weather conditions in the region (Bonan, 2008; p. 217-222). The importance of 

sensible and latent heat flux for regulating local/regional weather condition makes these variables 

critical in studying the impact of land use change at local to regional scale. 

Hydro-climatological impact was not confined to highly drained cells only (say > 40%; Fig. 

2.19), thus suggesting a regional scale impact of the wetland drainage. Fig. 2.19 shows Students’ t 

values (at 95% confidence level) for July 2 m air temperature and convective precipitation. 

Statistically significant impact is distributed across all the wetland drainage at all levels (0-

100%). However, the percentage of wetland drainage correlated well with the changes in 

temperature and precipitation. Average monthly correlation coefficients for temperature and 

precipitation change (1990C-1870W) during summer months (May to Oct.) are –0.81 and 0.64, 

respectively (not shown). During winter months (November to April), 2 m air temperature was 

slightly less correlated with wetland drainage percentage (average monthly correlation 

coefficient: -0.63; not shown).  The effect of wetland drainage was largely confined to the 

Midwest USA region, suggesting no major teleconnection effects (not shown). This result is 

consistent with Findell et al. (2009) who also found that the effect of land use change was 

confined to the region of disturbance. 

CCSM3 results suggest an annual warming of 1.4 OC due to the combined effect of wetland 

drainage and climate change. Summer warming is mainly caused by wetland drainage; whereas 

winter warming is caused by green house based climate change. However observed data show 

that over the last 112 years (1896-2006), Midwestern climate has become warmer by 0.44 OC 

(annual average temperature change) mainly due to increase in winter temperature (1.08 OC 

during Dec-Feb, and 0.65 OC during Mar-May). The change in summer temperature is negligible 

or slightly negative (0.03 OC during Jun-Aug, and -0.15 OC during Sept-Nov; 

http://mcc.sws.uiuc.edu/climate_midwest/mwclimate_change.htm). The higher increase in winter 

temperature is consistent with CCSM3 output in this study (significant increase in winter 

temperature due to climate change). However, the significant increase in summer temperature 

from CCSM3 output is not consistent with observed data. It should be noted that vegetation type 

was kept unchanged from the 1990C condition [dominantly cropland] for all modeling 

experiments, and wetland insertion caused an 18% decrease in vegetation cover (replaced by 
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wetlands). Bonan (1997, 1999) has studied the role of vegetation change and found that 

conversion of forest to cropland has cooled the midwestern climate during summer (0.5 OC during 

Jun-Aug, and 2.5 OC during Sept-Nov; Bonan 2001). It seems that observation of summer 

temperature change is somewhere in between the warming due to wetland drainage and cooling 

due to vegetation change. Inclusion of vegetation change along with wetland drainage and better 

parameterization of wetlands (wetlands with vegetation; Carrington et al., 2001) might result into 

more realistic summer temperature simulation. 

(a) (b) 
Fig. 2.19: Scatter plot of statistical significance (t value) of difference in July month (a) 2 m air 

temperature, and (b) convective precipitation for 1990C-1870W case (combined 
effect).  Results above and below black think line in (a) and (b) respectively are 
statistically significant (marked by arrow sign).   

 
 
CCSM3 results suggest an overall decrease of 41 mm in annual precipitation due to the combined 

effect of wetland drainage and climate change. This decrease is mainly contributed by reduced 

precipitation in summer months due to wetland drainage. However, observed data show an annual 

increase of 74 mm in Midwest precipitation from 1896-2006 

(http://mcc.sws.uiuc.edu/climate_midwest/mwclimate_change.htm). The annual precipitation 

increase is distributed among three seasons (Mar-May: 20 mm, Jun-Aug: 24 mm, Sept-Nov: 27 

mm) with almost no increase during the winter (Dec-Feb: 2mm). However, the data length (1896-

2006) is not sufficient to see the effect of wetland drainage on precipitation, as wetland drainage 

was already underway by 1900, and also precipitation over the last century would have been 

affected by large scale climatic changes. 
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Based on some early observations (Schott, 1881), Wahl (1968) has compared the climate of the 

early half of the 19th century (1830’s and 1840’s) with climate from 1931-1960. Wahl found that 

the Midwest region was wetter (20-30% higher precipitation during the summer and early fall) 

during the early half of the 19th century. However, Wahl attributed wetter climatic condition to 

large scale climatic features (moisture influx from the gulf, and polar cold fronts). It may be a 

good time to revisit the Wahl findings (particularly attribution factor) in view of new knowledge 

about the effect of wetland drainage on precipitation. Fig. 2.20 shows the mean annual total 

precipitation before year 1876 observed at stations having 18 years and longer data records 

(average: 26 years, and maximum: 48 years; Schott, 1881) along with the current normal 

precipitation (1970-2000) data from PRISM (Daly et al., 1997, 1998). The available data from 

Schott (1881) captures the north-west to south-east precipitation gradient in the region.  Overall 

data from Schott (1881) does not show any significant change in precipitation pattern in the 

region. However, no long term observed data (before year 1876) are available in highly drained 

pocket (intersection of IN, OH and MI states) to see the effect of wetland drainage on 

precipitation.  

 
Fig. 2.20: PRISM normal annual precipitation (in mm, 1971-2000) along with Smithsonian 

Institute precipitation data for 19th century (number in bold blue letters; Schott, 1881) 
of average data length 26 years (minimum: 18 and maximum 48 years) before 1876. 
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The extensive network of sub-surface tile drains in the Midwest USA quickly drains the water 

infiltrating in to the upper soil layers (Kumar et al. 2009; Basu et al. 2009), and prevents the rise 

of water table to the crop root zone. The water table in MW USA is relatively shallow (Fan et al., 

2007), and contributes towards evapotranspiration demand (via capillary rise) during summer 

months (Miguez-Macho et al., 2007; Yeh and Famiglietti 2009), which may suggest that the 

landscape is not substantially different, and the wetland drainage has not really caused significant 

hydro-climatic changes of the region. However, in the wetland condition upper soil layers are 

saturated during most part of the year and vegetation is adapted for saturated soil conditions 

(USEPA; http://www.epa.gov/owow/wetlands/what/definitions.html), which is not the case with 

an agricultural landscape. Hence, the present agricultural landscape in MW USA is different from 

the pre-settlement landscape. Saturation level in upper soil layers significantly affects land 

surface characteristics (Eltahir, 1998), suggesting significant hydro-climatic changes in MW USA 

due to wetland drainage. 

To draw an analogy of magnitude of changes simulated in this study with similar changes 

observed in the recent past; changes in latent heat flux and 2m air temperature between a drought 

year (1988 with total annual rainfall of 670 mm) and flood year (1993 with total annual rainfall of 

954 mm) from NARR data are shown in Fig. 2.21, along with the simulated effect of wetland 

drainage (1990C – 1990W).  Soil saturation for upper soil layers was quite high (0.70 -0.80) in 

year 1993, and it was very low (0.30 to 0.40) in year 1988 particularly during the summer months 

(soil moisture observation for top 30 cm soil layer in Illinois are provided by [Findell and Eltahir 

1997]). The magnitude of change between year 1988 and 1993 is comparable or even greater than 

the magnitude of change due to wetland drainage (1990C-1990W) found in this study (Fig. 2.21). 

Hence, it is reasonable to assume simulated changes in this study are not unrealistic.  

Effects of wetland drainage on surface energy fluxes, precipitation, and temperature found in this 

study are consistent with similar experiments using regional climate models for shorter duration 

ranging from few days to months (e.g., Nebraska irrigation simulation study by Adegoke et al., 

2007; effect of land use change by Marshall et al., 2004). By using a coupled Regional 

Atmospheric Modeling System and a plant model for central grassland region (South Dakota, 

Nebraska, Kansas, Wyoming, and Colorado) in the United States, Estaman et al. (2001) also 

found that the effect of land use change was more pronounced at regional scale compared to 

effects from increased CO2 concentration (2 x CO2 concentration). The results found in the 

present study can be used as a basis for more detailed investigations (diurnal cycle of temperature 
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and precipitation events) using a fine resolution regional climate model. Regional climate models 

are reported to do a better job in representing land surface heterogeneity, and simulating weather 

events because of their different model physics (e.g. convective scheme) and finer resolution 

(Han and Roads, 2004; Liang et al., 2004 and 2006). By using a global climate model in a 

multiyear simulation study, the present study is able to convey a larger message that at regional 

scale, the impact of land use change is comparable or even greater than the impact of green house 

gas emission based climate change.  

(a) Latent heat flux (b) 2m air temperature 

Fig. 2.21: Difference between two contrasting land surface condition 1988 (dry) and 1993 (wet) 
for NARR data along with the effect of wetland drainage simulated in this study for 
MW USA region. X-axis represents number of month 1 to 12 (January to December). 

 
 
In climate and LULC change studies, analysis of the difference climatology between control runs 

and the run designed to study the impact of change is a standard practice (e.g., Bonan 1997, 1999; 

Eastman et al., 2001; Findell et al, 2009; Li and Molders 2008). This study also follows the same 

approach and argues that taking the difference between two control runs cancels out the modeling 

biases for most climatic variables, Nevertheless, the issue of model biases and its effect on the 

overall findings needs further work including detailed investigation and validation of individual 

modeling components of climate models at regional scale. For example, the drier summer in 

CCSM3 output (Fig. 2.8g) could lead to higher surface temperature, higher outgoing long wave 

radiations, and higher sensible heat at the expense of lower latent heat and lower precipitation 

efficiency. Similarly, CLM3 (Land Component of CCSM3) may not be capturing the crop 

dynamics properly. Addressing issues like these in climate modeling, and their effect on 

hydroclimatic predictions needs more attention for accurate assessment of climate and land use 

impacts on regional hydrology. 
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2.8 Summary 
 
 
The Community Climate Modeling System (CCSM3) sensitivity experiments are performed to 

investigate the impact of past wetland drainage on the hydro-climatology of Midwestern United 

States (MW USA).  Coupled land surface and atmospheric components of CCSM3 are used at 

T85 (~140 km) horizontal grid mesh size to create four control model experiments. These 

include: (i) 355 ppm CO2 for year 1990 excluding wetland (present condition), (ii) 355 ppm CO2  

for 1990 including wetland, (iii)  289 ppm CO2 for year 1870 excluding wetland, and (iv) 289 

ppm CO2 for year 1870 including wetland. The CCSM3 control run for the present condition is 

validated with high resolution North American Regional Reanalysis (NARR) data for the 

Midwest region. Validation results show that CCSM3 is reasonable in simulating at-surface 

incoming solar radiation, net short wave radiation, and 2m air temperature. However, partitioning 

of net radiation into sensible and latent heat fluxes is imprecise, and summer precipitation is 

largely underestimated in CCSM3. To remove any biases in CCSM3 output, results from 

sensitivity experiments are analyzed in terms of difference in monthly climatology. Sensitivity 

experiment results show significant changes in summer sensible and latent heat fluxes due to 

wetland drainage. Near surface (2m) air temperature has significantly increased, and convective 

precipitation has decreased by a small amount (~50 mm) during the summer. Except for 2m air 

temperature which is affected by both green house gas emission based climate change and 

wetland drainage over the last century, all other climatic variables are primarily affected by 

wetland drainage in the region. 
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CHAPTER3. THE WATER AND ENERGY BUDGET STUDY 
 
 
 

3.1 Introduction 
 
 
Studies involving water and energy balances together provide two levels of constraints (closure of 

water and energy balance equations), and hence can lead to better conceptualization of the 

hydrologic system at basin scales.  As a part of the Global Water and Energy Cycle Experiment 

(GEWEX), many studies were conducted with the goal of ‘closing’ the water and energy balances 

for continental scale basins (Roads et al., 2002). Roads et al. (2003), hereafter referred as WEBS 

(Water and Energy Budget Synthesis), have synthesized water and energy budgets for the 

Mississippi River Basin (MRB) from the best available models and observations for the period 

1996 – 1999. The WEBS study found that while model outputs qualitatively correspond with the 

available observations, large quantitative uncertainty exists among different model outputs. The 

limited number of tower flux observations (total of two) was cited as the rarest observations in the 

WEBS study. Since 2000, major developments have occurred with respect to improvements in 

regional reanalysis data (e.g. NARR; Mesinger et al., 2006), land surface modeling (e.g. CLM 

3.5; Oleson et al., 2008), greater availability of energy flux observations (e.g. AmeriFlux data; 

Law et al., 2009), and availability of new land cover change datasets (Fry et al., 2009). Hence, it 

is worthwhile to revisit the WEBS study or a portion of that, and provide updated information 

about water and energy budgets in the MRB. As a part of a broader objective of assessing the 

impacts of climate and land cover changes on the water availability, this study presents an 

assessment of the reanalysis data and climate model outputs for quantifying water and energy 

budgets in MRB.  

Energy and water fluxes within a hydrologic boundary/basin are linked through 

evapotranspiration (ET), which is a major component of the hydrologic cycle (Postel et al., 1996). 

Changes in ET brought by major land cover change can significantly impact regional fresh water 

availability, as well as regional ecosystems (Gordon et al., 2003; Zhang and Schilling, 2006). 

Despite the importance of ET, relatively few reliable estimates of ET are available compared to 
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runoff. Limited availability of observed ET is a major constraint for studying ET variability, and 

using ET for model evaluation or validation purposes in hydroclimatic studies. In the last decade, 

coordinated efforts have been made to measure carbon and water fluxes to assess changes in the 

terrestrial ecosystem (FLUXNET; Running et al., 1999; Baldocchi et al., 2001). FLUXNET 

provides a global network of over 500 flux measurement sites spreading across diverse biomes 

and climatic regions (http://daac.ornl.gov/FLUXNET/). FLUXNET coordinates among regional 

networks to ensure consistency and inter-comparability of the flux measurements, provide 

infrastructure support for data archival and distribution, and support discussion and synthesis of 

scientific results, with the overarching goal of providing validation datasets for net primary 

productivity, evaporation, and energy absorption at global scale. Hence, FLUXNET data provides 

an opportunity to improve our understanding of land surface and atmospheric interaction. 

AmeriFlux is the regional network of FLUXNET sites in America, and it provides a relatively 

denser network of observation sites in USA (Fig. 3.1). Thus, AmeriFlux data can be used to study 

the spatial and temporal pattern of ET, and for evaluating the performance of land surface 

hydrology models in MRB. The AmeriFlux data is available for a relatively short period (average 

data length: 6 years in this study) and only a few randomly distributed stations are available (total 

16 in MRB), hence alternative sources of information need to be explored for large scale hydro-

climatic studies.  

Reanalysis data provide spatially and temporally continuous outputs for different surface and 

atmospheric variables by assimilating available observations from various sources (e.g. satellite 

data, meteorological observations from surface stations, and data from rawinsondes and 

dropsondes) with the help of atmospheric and land surface models. The North American Regional 

Reanalysis (NARR) data is a much improved version of reanalysis outputs compared to Global 

Reanalysis 1 and 2 (REAN1 – Kalnay et al., 1996; REAN2 – Kanamitsu et al., 2002) for 

hydroclimatic studies in the region (Mesinger et al., 2006).  NARR outputs have been used to: (i) 

evaluate the performance of global and regional climate model (Kumar et al., 2010; Diffenbaugh, 

2009), (ii) study the pattern of major hydroclimatic variability (e.g. precipitation recycling; 

Dominguez and Kumar, 2008; Dominguez et al., 2008), and (iii) assess the impacts of land use 

land cover change (Fall et al., 2009).  However, reanalysis outputs can have biases and 

uncertainties, and the quality of outputs can vary depending upon the variable of interest (Maurer 

et al., 2001). This study evaluates the performance of NARR outputs for surface water and energy 

fluxes in MRB using independent observations and/or other model outputs.  
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Fig. 3.1: The major climatic regions (Cfa, Dfa, Dfb, and BSk) and AmeriFlux stations in the 

Mississippi River Basin with CLM grid (T42 resolution) in the background. Climate 
classification is based on Ko�ppen-Geiger climate classification map as described in 
Table (2).  Each asterisk (  ) represents the location of an AmeriFlux station. 
Geographical details of AmeriFlux stations are given in Table 3.1 according to the 
numbers shown on this map. 

 
 
Understanding the evapotranspiration and precipitation feedback mechanism between climate 

change and land use land cover change is a critical component for the assessment of present and 

future water availability. The currently available coupled land surface and atmospheric modeling 

system (e.g. Community Climate System Model, Collins et al., 2006) provides an important tool 

to incorporate the feedback between land cover and climate. The coupled model outputs for 

surface water and energy fluxes can have biases, a portion of which can be attributed to biases in 

the atmospheric forcing (Lawrence et al., 2007). Hence, performance of coupled modeling system 

for surface water and energy fluxes should be evaluated using offline simulation of the land 

surface component model. Recently, model parameterization of the land component of the 

Community Climate System Model (CCSM) has been significantly improved with respect to ET 

partitioning, runoff scheme, ground water model, and frozen soil scheme (CLM3.5, Oleson et al, 
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2008; Stockli et al, 2008). This study evaluates the performance of CLM3.5 (hereafter referred as 

CLM) for surface water and energy fluxes in MRB.  

Updated sources of water and energy flux observations, as well as reanalysis and climate model 

outputs are presented in the above discussion. These sources also have limitations such as: (i) 

point scale measurements from AmeriFlux sites; (ii) limited assimilation of surface observations 

in NARR (e.g., precipitation is assimilated in NARR, but ET and runoff are not); (iii) coarse 

resolution of CLM; and (iv) surface energy flux formulation and parameterization difference 

between NARR and CLM. This study lays out the foundation for accomplishing the broader 

objective of assessing the impacts of climate and land cover changes on the water availability in 

MRB by identifying different sources of uncertainties in the reanalysis and climate model outputs 

for water resources assessment. This study also provides an assessment of our progress in closing 

the water and energy balance in MRB in the last 10 years since the WEBS study. 

 
 
 

3.2 Study Area, Data and Model Outputs 
 
 
The Mississippi River Basin (MRB) is the largest river basin in North America, with more 

available observed data than any other major basin in the world (Roads et al., 2003). The MRB 

covers 41% of the conterminous USA, and has a total basin area of 3.2 million km2. Major 

climatic gradients (temperature and precipitation) based on PRISM (Parameter-elevation 

Regressions on Independent Slopes Model, Daly et al., 1997, 1998) present day climate normal 

(1971-2000) are shown in Fig.3.2 (a) and (b). Basin average annual temperature and precipitation 

are 10.4 OC (range: -6.2 OC to 22 OC) and 810 mm (range: 144 mm/year to 2901mm/year), 

respectively. Annual average temperature shows a north to south gradient, and annual 

precipitation shows a north-west to south-east gradient (Fig. 3.2 (a) and (b)).  

Major land cover classes in MRB based on the National Land Cover Data 2001 (NLCD 2001, 

http://www.epa.gov/mrlc/nlcd-2001.html) are shown in Fig. 3.2(c). NLCD 2001 provides high 

resolution (30 m) land cover data for the United States using satellite imagery (Landsat 5 and 7), 

and ancillary data (e.g. DEM, slope, aspect, population density) based on a decision tree 

classification algorithm, a supervised classification method (Homer et al, 2004; Breiman et al., 

1984). Agriculture is the dominant land cover in MRB (39.2%), followed by grassland and shrubs 

(31.0%), forest (20.7%), wetland (3.6%), urban land cover (3.2%), open water (1.9%) and barren 



48 
 

(0.4%). Land cover change  aggregated over local watershed scale (8-digit Hydrologic Unit Code 

(HUC8); http://nwis.waterdata.usgs.gov/tutorial/huc_def.html) based on NLCD 1992-2001 Land 

Cover Change Retrofit Product (Fry et al, 2009) is shown in Fig. 3.2(d). There are 851 HUC8 

units in MRB, ranging in drainage area from 31 km2 to 17287 km2 (average area = 3826 km2). 

Eighty HUC8 (9.4%) have experienced greater than or equal to 5% land cover change, and many 

of those HUC8s are located in the southern part of the basin (Arkansas-White-Red, and Lower 

Mississippi Basin; Figs. 3.2(c) and (d)). Overall, 2.5% of MRB has undergone land cover change 

between 1992 and 2001. The most dominant land cover transition includes a decrease in the forest 

area, and an increase in grassland / shrubs and urban area (Fig. 3.3). 

(a) (b) 

(c) (d) 
Fig. 3.2: Map of Mississippi River Basin showing: (a) annual average temperature (OC); (b) 

annual total precipitation (mm/year) [data source: PRISM climate -normal 1971-2000]; 
(c) major land cover types (NLCD 2001); and (d) land cover change % (eight digit HUC 
watershed average, 1992 to 2001). Numbers in (c) correspond to major river basins/ 
water resource region in the MRB; 05: Ohio, 06: Tennessee, 07: Upper Mississippi, 08: 
Lower Mississippi, 10: Missouri, 11: Arkansas-White-Red. 

 
 
Elevation in MRB ranges from sea level (0 m) at the mouth of the Mississippi river to 4282 m in 

the Rocky Mountains along the western boundary of the basin. Available sources of soil 
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characteristics (physical and hydraulic properties) information include SSURGO (The Soil 

Survey and Geographic) and STATSGO (The State Soil and Geographic) soil maps from the 

United States Department of Agriculture (USDA; http://soildatamart.nrcs.usda.gov/), and soil 

map provided by Miller and White (1998). More details on topography and soil characteristics 

can be found in the WEBS study. 

 

Fig. 3.3: Net land cover change between 1992 and 2001 in MRB 
 
 
 

3.2.1 AmeriFlux Observations 
 
 
The AmeriFlux Network was established in 1996, and it provides measurements of carbon, water, 

and energy fluxes in major vegetation types across different ecologic and climatic conditions in 

the Americas. Each flux tower represents an average footprint of one km radius at respective 

tower site (Baldocchi et al., 2001; Running et al., 1999). A total of 16 AmeriFlux sites are 

available in MRB (Fig. 3.1 and Table 3.1) with an average record length of 5.8 years (range: 2 – 

12 years) between 1995 and 2007 (Law et al., 2009). The number of available flux tower 

observations has increased in the recent years, with most observations (86%) available since 

1999. Monthly average Level 4 datasets of energy flux observations are included in this study 

(http://public.ornl.gov/ameriflux/level4data.html). In the Level 4 dataset, missing values for half 

hourly flux observations are filled with observations under similar meteorological conditions, and 
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night time fluxes are corrected for violation of eddy covariance method assumptions using u* 

filtering (http://www.bgc-jena.mpg.de/bgc-mdi/html/eddyproc/index.html).  All AmeriFlux sites 

used in this study are referred using the following abbreviation: XX_YYY_ZZZ, where XX is the 

country name (US for USA), YYY is the abbreviation of the site name, and ZZZ is the land cover 

type. For example US_MMS_DBF refers to a “US” site named Morgan Monroe State (MMS) site 

with a deciduous broad leaf forest (DBF) land cover type. A list of AmeriFlux sites included in 

the analysis is provided in Table 3.1.  

 
 
 

3.2.2 NARR 
 
 
NARR provides a spatially continuous, high resolution (3-hourly temporal resolution, and 32-km 

spatial resolution) regional reanalysis dataset for the North American domain since 1979. The 

NARR dataset is developed as a major improvement upon the earlier National Center for 

Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) Global 

Reanalysis (REAN1) dataset in terms of resolution and accuracy (Mesinger et al. 2006). The 

atmospheric component of NARR uses NCEP regional Eta model (Berbery et al, 2003; Mesinger 

2000) with lateral boundary conditions from Global Reanalysis-2 (REAN2; Kanamitsu et al., 

2002) and  the Eta data assimilation system (Rogers et al., 1996). The land component of NARR 

uses the Noah land surface model (Ek et al., 2003; Chen and Dudhia, 2001). Major observations 

assimilated in NARR include: (i) precipitation data from rain gauging stations; (ii) radiance data 

from satellite observations; (iii) near surface wind (10m) and moisture (2m) data from Global 

Reanalysis-2 outputs; (iv) sea and lake surface temperature; and (v) sea and lake ice cover data. 

Successful assimilation of high quality detailed precipitation observations in NARR provides an 

improved dataset for studying land surface hydrology (e.g. soil moisture), and land atmospheric 

interactions (Mesinger et al., 2006).  
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Table 3.1: List of AmeriFlux Sites.  

 

Sl. 
N
o 

AmeriFluxSit
e 

State Site Name Lat. 
(degree 
North)  

Long. 
(degree 
East) 

Site 
Elevatio
n (m) 

NARR 
Elevatio
n (m) 

CLM 
Elevati
on (m) 

NARR 
Land 
Cover 

CLM Land 
Cover 

FR/ShGr/ 
CRO 

1 US_ARb_GR
A 

OK ARM SGP burn site- 
Lamont 

35.55 -98.04 424 487 400 CRO 19/57/1 

2 US_ARc_GRA OK ARM SGP control 
site- Lamont 

35.54 -98.04 424 487 400 CRO 19/57/1 

3 US_ARM_CR
O 

OK ARM SGP site- 
Lamont 

36.61 -97.49 414 379 503 CRO 4/30/52 

4 US_Goo_GRA MS Goodwin Creek 34.25 -89.97 87 63 87 DBF 24/20/56 

5 US_MMS_DB
F 

IN Morgan Monroe State 
Forest 

39.32 -86.41 275 188 214 CRO 10/10/79 

6 US_Moz_DBF MO Missouri Ozark Site 38.74 -92.20 219 186 299 DBF 29/40/31 

7 US_WBW_DB
F 

TN Walker Branch 
Watershed 

35.96 -84.29 343 379 412 DBF 52/33/14 

8 US_Bkg_GRA SD Brookings 44.35 -96.84 510 541 409 CRO 3/2/95 

9 US_Bo1_CRO IL Bondville 40.01 -88.29 219 186 214 CRO 10/10/79 

10 US_Ne1_CRO NE Mead - irrigated 
maize site 

41.17 -96.48 361 379 351 CRO 5/15/78 
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Table 3.1: List of AmeriFlux Sites (continued) 
 
Sl. 
N
o 

AmeriFluxSit
e 

State Site Name Lat. 
(degree 
North)  

Long. 
(degree 
East) 

Site 
Elevatio
n (m) 

NARR 
Elevatio
n (m) 

CLM 
Elevati
on (m) 

NARR 
Land 
Cover 

CLM Land 
Cover 
FR/ShGr/ 
CRO 

12 US_Ne3_CRO NE Mead - rainfed 
maize-soybean  

41.18 -96.44 363 379 351 CRO 5/15/78 

13 US_WCr_DBF WI Willow Creek 45.81 -90.08 515 487 363 MF 41/16/20 

14 US_Los_CSH WI Lost Creek 46.08 -89.98 480 487 363 MF 41/16/20 

15 US_FPe_GRA MT Fort Peck 48.31 -105.10 634 708 670 BSH 2/22/56 

16 US_NR1_ENF CO Niwot Ridge Forest 
(LTER NWT1) 

40.03 -105.55 3050 2976 2531 ENF 19/57/1 

NARR and CLM Elevation and Land Cover represent nearest grid point elevation and land cover in the respective dataset. CLM land cover is 
grouped under three categories % Forest (FR), %Shrub and Grass (ShGr) and % Crop (CRO). AmeriFlux sites are referred as XX_YYY_ZZZ, 
where XX is the country name (US for USA), YYY is the abbreviation of the site name, and ZZZ is the land cover type (CRO- Crop, CSH – 
Closed Shrubland, DBF – Deciduous Broadleaf Forest, ENF- Evergreen Needleleaf Forest, GRA – Grassland). ARM – Atmospheric Radiation 
Measurement, SGP – Southern Great Plains, MF – Mixed Forest, BSH – Broadleaf Shrub with ground cover. The state abbreviations are CO: 
Colorado, IL: Illinois, IN: Indiana, MO: Missouri, MS: Mississippi, MT: Montana, NE: Nebraska, OK: Oklahoma, SD: South Dakota, TN: 
Tennessee, WI: Wisconsin 
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3.2.3 CLM offline simulation 
 
 
CLM (version 3.5) is the recently released land component of the Community Climate System 

Model (Collins et al., 2006; Oleson et al., 2008).  Major hydrological processes in CLM include 

canopy interception, transpiration, through fall, evaporation, infiltration, surface and subsurface 

runoff, and water table dynamics. A grid cell is first divided into four major land units (vegetative 

cover, lake, wetlands and glacier), and the vegetative fraction of the grid cell can have a 

maximum of four Plant Functional Types (PFT) out of a total 16 PFTs (Oleson et al., 2004). 

Surface data into CLM (e.g. PFTs, leaf and stem area) is based on multiyear MODIS land surface 

data at 0.50 resolution (Lawrence and Chase, 2007). Several improvements in land surface 

parameterization have been incorporated in CLM to alleviate water and energy biases observed in 

its predecessor CLM3 (Oleson et al., 2008; Stockli et al, 2008). Improvements include an 

improved canopy evaporation scheme, simple based surface and subsurface runoff scheme based 

on the distributed hydrologic model called TOPMODEL (Niu et al., 2005; Niu and Yang, 2006), 

simple ground water model (Niu et al., 2007), and a new frozen soil scheme (Oleson et al., 2008). 

Offline results of CLM provided by Oleson et al. (2008) are used in this study. The offline 

simulation of CLM uses atmospheric forcing data from Qian et al. (2006) for 1948 – 2004, and 

has a long spin up period (624 years),  by cycling the same atmospheric forcing (1948-2004) 12 

times, to stabilize the deep soil water in the model. Detailed description of the CLM model, 

simulation, and results are provided in Oleson et al. (2008). The atmospheric forcing was 

constructed by adjusting REAN1 outputs using observed monthly precipitation and temperature, 

satellite radiation data, and cloud cover data (Qian et al., 2006).  Because of model design (water 

and energy balance closure for each grid cell and each time step), and gridded observational input 

data set, CLM is expected to show better results for surface water and energy fluxes in MRB. 

 
 
 

3.2.4 Other Dataset and Models 
 
 
The United States Historical Climatology Network (USHCN) data from 71 stations in Indiana 

and Illinois are used to study the characteristics of spatial scale of climate forcing in the region. 

Monthly time series of precipitation and temperature for 113 years (1896 to 2008) are included in 

this study.  USHCN data incorporates adjustment for observation biases (Karl et al. 1986; Vose et 

al. 2003), and artificial changes in the time series arising due to station relocation and equipment 
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change (Menne et al. 2009).  Because gridded or denser network of tower flux observations are 

not available, long term observed records of precipitation and temperature are used to supplement 

the analysis of point scale measurements versus climate model grid cells. 

Three runoff datasets are also used in this study including: (i) naturalized runoff estimates for 

MRB from Maurer and Lettenmaier (2001), (ii) University of New Hampshire / Global Runoff 

Data Centre (UNH- GRDC runoff data; Fekete et al., 2002), and (iii) runoff data from the 

Variable Infiltration Capacity (VIC) model (Maurer et al., 2002).  The naturalized runoff data in 

Maurer and Lettenmaier (2001) were created by adding consumptive water use to the observed 

runoff with the help of observed consumptive water use statistics and VIC model output. 

Consumptive water use accounts for 6% of the naturalized runoff during the 1988 to 1999 period 

(range: 4 to 7%). UNH - GRDC runoff were created by combining the Water Balance Model 

outputs with the observed mean annual runoff data (Fekete et al, 2002).  

PRISM monthly precipitation and temperature data (1980 to 2004) are also used in this study as 

climate observations. PRISM is a high quality spatial dataset at 4 km resolution created by using 

point observations of precipitation and temperature with Parameter-elevation Regressions on 

Independent Slopes Model (PRISM; Daly et al., 1997; 1998).   

 
 
 

3.3 Methodology 
 
 
The methodology involves: (i) regional classification of the study area (MRB) based on the 

climatic condition; (ii) re-gridding of NARR (NARR_Regrid) to the climate model grid size; (iii) 

long term (25 years) climatology comparison between NARR, NARR_Regrid, and CLM; (iv) 

evaluation of  NARR, NARR_Regrid, and CLM with respect to AmeriFlux observations using 

equal sample size principle; (v) evaluation of the spatial and temporal variability in total runoff  

in MRB; and (vi) analysis of  water and energy balance closure in MRB. Each step in the 

methodology is briefly described below. 
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3.3.1 Regional Classification of MRB 
 
 
The four major climatic regions in MRB (Fig. 1) are: (i) Cfa –Warm temperate climate, fully 

humid, and hot summer; (ii) Dfa – Snow Climate, fully humid, and hot summer; (iii) Dfb – Snow 

Climate, fully humid, and warm summer; and (iv) BSk – Arid, cold steppe climate. The regional 

classification shown in Fig. 1 is based on the digital Ko�ppen-Geiger climate classification map 

provided by Kottek et al. (2006).  For climate classification, Kottek et al. (2006) have used 0.5O 

resolution monthly temperature and precipitation data from Climate Research Unit 

(www.cru.uea.ac.uk), and Global Precipitation Climatology Center (http://gpcc.dwd.de), 

respectively for 1951 to 2000. Major climatic characteristics of the four regions are listed in Table 

3.2. South-East MRB has temperate climate, North-East MRB has snow climate, and Western 

MRB has arid climate. 

Table 3.2: Major climatic regions in MRB (Kottek et al., 2006). 

Sl. 
No. Region Tmin Tmax Precipitation 

1 Cfa -3OC < Tmin < 18 OC Tmax > 22 OC 
neither dry summer nor dry 
winter 

2 Dfa Tmin < -3 OC Tmax > 22 OC 
neither dry summer nor dry 
winter 

3 Dfb Tmin < -3 OC 
Tmax < 22 OC and  
4 Tmon > 10 OC 

neither dry summer nor dry 
winter 

4 BSk Tann < 18 OC           5 Pth < Pann < 10 Pth 

Tmin: Minimum monthly mean temperature; Tmax: Maximum monthly mean temperature; Tann: 
Annual mean temperature; Tmon: monthly mean temperature. Dry summer and dry winter are 
defined as a function of monthly total precipitation during the summer (May-Oct.) and winter 
(Nov. – April) months. For dry summer: Psmin < Pwmin, Pwmax > 3 Psmin and Psmin < 40 mm; and for 
dry winter Pwmin < Psmin and Psmax > 10 Pwmin. Where, Psmin, Psmax, Pwmin and Pwmax are minimum and 
maximum monthly total precipitation values during the summer and winter months, respectively. 
Pth (mm) is the dryness threshold for the arid region which is a function of annual average 
temperature. Pth = (2* Tann) if 2/3 of annual precipitation occurs in winter; (2* Tann + 28) if 2/3 of 
annual precipitation occurs in summer; (2* Tann + 14) otherwise. Pann is annual total precipitation 
(mm/year) 
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3.3.2 Regridding of NARR 
 
 
One of the objectives of this study is to evaluate the prediction of ET by the land component 

(CLM) of a global climate model at regional scale. Because NARR’s spatial resolution is notably 

higher (32 km) compared to CLM resolution (T42, ~ 280 km), NARR outputs are re-gridded to 

CLM resolution in a two step process using the National Center for Atmospheric Research’s 

(NCAR) Command Language (NCL; http://www.ncl.ucar.edu/). In the first step, NARR outputs 

are regridded to 0.5 degree (~50 km) resolution using inverse distance weighting, and in the 

second step, 0.5 degree output is then re-gridded to T42 resolution using area average method. 

This two step procedure is followed because NARR has Lambert conformal conic native grid 

projection. NARR outputs regridded to T42 resolution are referred as NARR_Regrid in this 

study. 

 
 
 

3.3.3 Monthly Climatology Comparison 
 
 
Monthly climatology (long term monthly mean and inter-annual variability) of near surface 

hydroclimatic variables is prepared from NARR, NARR_Regrid, and CLM monthly outputs from 

1980 to 2004 (25 years). The monthly climatology is presented with 95% confidence interval 

uncertainty range calculated from standard deviations of 25 years monthly outputs in each case. 

The uncertainty range represents the inter-annual variability during the analysis period. Because 

AmeriFlux data are not available for the 25 year period, these data are not included in the 25 

years monthly climatology comparison. 

 
 
 

3.3.4 CLM, NARR, and AmeriFlux Comparison 
 
 
Monthly averages of CLM, NARR, and AmeriFlux observations are compared at 16 AmeriFlux 

site locations in MRB. Because the spatial and temporal coverage of AmeriFlux observations is 

not consistent with that of CLM and NARR, the equal sample size principle (Robock et al., 2003) 

is used for making this comparison. In the equal sample size principle, point observations at a site 

(AmeriFlux site in this study) are compared with the model outputs (CLM and NARR) from the 

nearest grid cell for the available time period of observation. 
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3.3.5 Closing Water and Energy Balance for MRB 
 
 
Water and energy balance components are linked through ET as given in Eqs. 3.1-3.3 below. 

∆s = P - ET – N      (3.1)  

Rn = Sht + Lht + Ght      (3.2) 

Lht = λ * ET      (3.3) 

Where ∆s is the change in storage (in the active soil layers), P is precipitation, ET is 

evapotranspiration, N is total runoff, Rn is net radiation  including short and long wave radiation, 

Sht is sensible heat flux, Lht is latent heat flux, Ght is ground heat flux, and λ is the latent heat of 

vaporization. Lht and ET are used interchangeably in this study. Summer is considered to be from 

May to October (6 months) and winter is considered to be from November to April (6 months), 

unless specified otherwise. 

Any significant bias in ET will reflect bias in the estimation of runoff from the basin, because P is 

the constrained term in Eq. 3.1 (precipitation is observed forcing data in CLM, and precipitation 

observation is assimilated in NARR) and ∆s can be taken as zero for long term annual water 

balance. Spatial distribution of runoff is validated with the UNH-GRDC runoff (Fekete et al., 

2002) and VIC runoff (Maurer et al., 2002).  To exclude the effect of water withdrawals for 

irrigation or water supply for cities, total runoff at the watershed outlet is compared with the 

naturalized runoff estimate from Maurer and Lettenmaier (2001). 

 
 
 

3.3.6 Statistical Methods 
 
 
Comparison between different datasets and models are done using the following statistical 

measures:  mean, standard deviation (inter-annual variability), bias (model – observation), 

pearson product moment correlation coefficient (correlation coefficient), square of correlation 

coefficient (R2), root mean square error (RMSE), semivariogram (plot of 0.5 * [square difference] 

against separation distance, [Kitanidis, 1997; page 32-40]), and statistical significance of 

difference in monthly mean values. For statistical significance T-test is used with 95% confidence 
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interval (α = 0.05). Ninety five percent uncertainty range for long term monthly mean value (µ) is 

calculated by using Eq. 3.4 (Miller and Miller 2004, page 358).  

n

s
tx

n

s
tx

nn
⋅+≤≤⋅−

−− 1,
2

1,
2

αα µ              (3.4) 

where x  and s are mean and standard deviation of random sample of size n ( = 25) from a normal 

population, α is the significance level ( =  0.05), and values of 
1,

2
−n

tα  is taken from T-distribution 

table. The assumption of normality for all variables (basin average each month time series from 

1980-2004) is checked using statistical test (Shapiro-Wilk test) and graphical method (Quantile-

Quantile plot) in SAS and found valid. 

 
 
 

3.4 Results 
 
 
 

3.4.1 Monthly Climatology Comparison  
 
 
Basin average climatological mean and variability (1980-2004) for water and energy balance 

components in MRB are presented in Table 3.3. Mean annual net radiation obtained from CLM 

(69.7 W/m2) is lower (18%) compared to NARR (84.7 W/m2). Sensible and latent heat flux are 

also lower by 19% and 31%, respectively in CLM compared to NARR. Latent heat flux 

represents 59% of the net radiation in CLM, and it represents 70% of the net radiation in NARR.  

Ground heat flux is a minor component of the energy balance equation (Eq.3.2). Higher inter-

annual variability (2.2 W/m2) in ground heat flux in comparison to the overall mean (0.5 W/m2) is 

due to the opposing sign of ground heat flux during summer and winter months. CLM does not 

produce any closing error in the energy balance equation (Rn – Lht – Sht - Ght = 0.0), but NARR 

shows an error of -9.6 W/m2 (11% of net radiation) in the energy balance equation. Regridding of 

NARR (NARR_Regrid) has resulted in less than 1% reduction in the basin average monthly mean 

of net radiation, sensible and latent heat fluxes, in comparison to original NARR outputs. 

However, inter-annual variability (standard deviation) is reduced by 9% for net short wave, 6% 

for net long wave, 21% for sensible heat flux, and 20% for latent heat flux as a result of 

regridding NARR outputs (Table 3.3). 
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Table 3.3: Climatological annual mean (1980-2004) for the MRB from CLM and NARR outputs.  

Variable Unit PRISM NARR CLM NARR_Regrid 

Net short 
wave (+ 
down) 

W/m2 NA 159.2(11.1) 132.2(6.9) 158.9(10.1) 

Net long wave 
(+ up) 

W/m2 NA 74.5(9.1) 62.5(4.1) 74.5(8.6) 

Sensible heat 
flux 

W/m2 NA 34.1(11.1) 27.5(6.0) 33.9(8.8) 

Latent heat 
flux 

W/m2 NA 59.7(11.2) 41.4(5.2) 59.1(8.9) 

Ground heat 
flux 

W/m2 NA 0.5(2.2) 0.7(3.4) 0.5(2.1) 

2 m air 
Temperature 

OC 10.5(2.0) 11.4(2.0) 10.7(1.7) 11.2(2.0) 

Precipitation 
(P) 

mm/year 806(446) 751(420) 792(328) 736(355) 

Total Runoff 
(N)   

mm/year NA 91(107) 269(143) 91(71) 

ET/P NA NA 1.00 0.66 1.01 

N/P NA NA 0.12 0.34 0.12 

Numbers in parenthesis represent average values of monthly standard deviation. For precipitation 
and runoff monthly standard deviation is multiplied by 12 to be consistent with annual total value. 
PRISM climatological mean is also presented for the reference purpose. 
 
 
Twenty five years (1980-2004) monthly climatology of near surface air temperature (Tair ) and 

precipitation (P) from PRISM, NARR, CLM, and NARR_Regrid are shown in Fig. 3.4. In 

comparison to PRISM data, basin average mean annual temperature is 0.9 OC higher in NARR, 

0.2 OC higher in CLM and 0.7 OC higher in NARR_Regrid, and basin average annual total 

precipitation is 7% lower in NARR, 2% lower in CLM, and 9% lower in NARR_Regrid (Table 

3.3). Regridding of NARR (NARR_Regrid) has resulted in 18% reduction in the inter-annual 

variability of precipitation compared to the original NARR outputs. There is no change in the 

inter-annual variability of temperature between NARR and NARR_Regrid. Inter-annual 

variability in PRISM precipitation data (446 mm / year) is closer to NARR (420 mm / year), and 

inter-annual variability in CLM precipitation data (328 mm/year) is closer to NARR_Regrid (355 

mm / year). Basin average monthly precipitation from NARR, NARR_Regrid, and CLM are not 

statistically different (90% confidence interval) compared to PRISM precipitation data for all 12 
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months (not shown). Basin average monthly temperature from NARR and NARR_Regrid are 

statistically different (90% confidence interval) compared to PRISM temperature data during 

summer months (May to Oct), but they are not statistically different during winter months (not 

shown). For CLM, monthly temperature is statistically different compared to PRISM temperature 

data for three summer months (May to July), and they are not statistically different for the 

remaining nine months. Statistical difference in summer temperature can be due to higher 

magnitude of mean value and lower inter-annual variability. For example, summer temperature 

mean and standard deviations are 18.6 OC and 1.5 OC respectively; whereas, winter temperature 

mean and standard deviations are 2.4 OC and 2.5 OC respectively, for MRB in PRISM data.  

Spatial variability of the absolute difference between CLM and NARR_Regrid annual average 

latent heat flux and sensible heat flux are presented in Fig. 3.5(a) and (b), respectively. For latent 

heat flux, the difference between CLM and NARR_Regrid shows an east-west divide. In the 

eastern part, CLM latent heat flux is lower compared to NARR_Regrid for all months (-38% 

annual average difference, Fig. 3.5 (c)). In the western part, opposite signs of difference in first 

(negative) and second half (positive) of the year cancel each other (Fig. 3.5 (d)), making the 

annual average difference smaller (-18%). In the eastern MRB, CLM sensible heat flux is higher 

in summer, and is lower in winter, compared to NARR_Regrid, making the annual average 

difference smaller (+16%; Fig. 3.5(e)). In the western MRB, CLM sensible heat flux is lower in 

summer compared to NARR_Regrid, and annual average difference is -38% (Fig. 3.5 (f)). As 

shown in Table 3.3, NARR_Regrid has resulted in less than 1% reduction in the mean annual 

values of sensible and latent heat fluxes. Therefore, the difference in NARR and CLM sensible 

and latent heat fluxes in the eastern and western parts of MRB should be similar to the difference 

between NARR_Regrid and CLM. Thus, NARR and CLM provide spatially (east versus west) 

and temporally (summer versus winter) different estimate of sensible and latent heat flux in 

MRB. 

NARR has a 12% water balance closing error (ET + N = 1.12 P); whereas, CLM does not have 

water balance closing error (ET + N = P). The water balance closing error in NARR is not 

affected by regridding of NARR outputs (Table 3.3). Comparison of NARR, NARR_Regrid, and 

CLM runoff outputs with observed data is presented in Section 3.4.4.  
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Fig. 3.4: Monthly climatology of basin average (a) 2m air temperature and (b) 
precipitation from PRISM, NARR, CLM, and NARR_Regrid in MRB. Monthly 
average values from 1980 to 2004 are shown in this figure, and error bars 
represent +1 standard deviation of inter-annual variability from 1980 to 2004. 
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(a) (b) 
 

(c) (d) 
 

(e) (f) 
 

Fig. 3.5: Comparison of CLM and NARR_Regrid surface energy fluxes in MRB. (a) 
Absolute difference (CLM – NARR_Regrid) in W/m2: (a) mean annual latent 
heat flux in W/m2, and (b) mean annual sensible heat flux. Monthly climatology 
of latent heat flux in: (c) east, and (d) west part of MRB. Monthly climatology 
of sensible heat flux in: (e) east, and (f) west part of the MRB. Shaded region 
represent 95% uncertainty range. East and west portions of MRB are marked in 
Fig. (a) 

 
 
 

CLM 3.5

NARRNARR_Regrid 
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3.4.2 AmeriFlux, NARR, and CLM Comparison  
 
 
Point scale observations at 16 AmeriFlux sites in MRB are compared with the nearest grid cell in 

NARR and CLM using the equal sample size principle (Section 3.3.4). Monthly mean values of 

observed hydroclimatic variables at AmeriFlux sites are given in Table 3.4. For 12 AmeriFlux 

sites, results are presented until 2004 because CLM outputs are available from 1948 – 2004. For 

sites that have less than two years of data prior to 2004 (a total of four sites), comparison extends 

beyond 2004, and is made only with NARR outputs. Elevations and land cover types at 

AmeriFlux sites and the corresponding nearest grid cells in NARR and CLM data are given in 

Table 3.1.  

The number of AmeriFlux sites present in Cfa, Dfa, Dfb, and BSk climate regions are 7, 5, 2 and 

2, respectively. In Cfa region, three grassland sites have higher average latent heat flux to 

incoming solar radiation ratio (average = 0.30, range: 0.26 to 0.33),  compared to three deciduous 

broadleaf forest sites (average: 0.27, range: 0.25 to 0.30), and one crop land site (0.23). In Dfa 

region, latent heat flux to incoming solar radiation ratio is higher at one grassland site (0.39) 

compared to four crop sites (average: 0.27, range: 0.26 to 0.28). In Dfb region, one deciduous 

broadleaf forest site and one closed shrub land site has the same latent heat flux to incoming solar 

radiation ratio (0.19). In Bsk region, one evergreen needleleaf forest site has higher latent heat 

flux to incoming solar radiation ratio (0.25) compared to one grassland site (0.14).  

NARR and CLM monthly outputs are compared with AmeriFlux observations in terms of R2, 

Bias (model – observation), and RMSE (Root Mean Square Error). Both Bias and RMSE are 

expressed as percentage of mean observations at respective sites (Table 3.5). AmeriFlux site 

US_NR1_ENF, located in Rocky mountain range (elevation – 3050m; Monson et al., 2005), 

shows large difference (2.6 OC higher) in mean temperature compared to the nearest CLM grid 

cell. Hence, US_NR1_ENF results are not included in 11 sites average results presented in the 

next paragraph. Out of remaining 15 sites, only 11 sites are included in comparison with NARR 

because CLM outputs are not available at four AmeriFlux sites. These 11 sites are indicted in 

bold letters in Table 3.5.  
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Table 3.4: Statistical summary of the AmeriFlux monthly observations  

Reg 
Sl. 
No. AmeriFluxSite Time Period 

Observation 
Mean value for given Time Period 

Rg P Tair Lht Sht 
Cfa 1 US_Arb_GRA 2005-2006 192.7 60.9 16.8 50.9 47.2 

2 US_Arc_GRA 2005-2006 178.3 64.7 16.4 55.8 45.9 

3 US_ARM_CRO 2003-2004 180.1 64.3 14.7 40.9 29.5 

4 US_Goo_GRA 2002 - 2004 181.3  17.4 60.1 24.2 

5 US_MMS_DBF 1999 - 2004 167.0 87.4 12.1 41.5 22.2 

6 US_Moz_DBF 2004-2007 185.6 68.4 14.4 56.0 37.7 

7 US_WBW_DBF 1995-1999 172.2   14.8 45.1 30.4 

Dfa 8 US_Bkg_GRA 2004-2006 172.0 56.1 7.9 66.6 16.7 

9 US_Bo1_CRO 1997-2004* 167.5 66.6 11.4 46.9 25.9 

10 US_Ne1_CRO 2002-2004 177.3 71.0 10.6 48.9 20.6 

11 US_Ne2_CRO 2002-2004 180.9 68.8 10.4 49.4 20.7 

12 US_Ne3_CRO 2002-2004 176.8 50.8 10.2 45.3 26.4 

Dfb 13 US_WCr_DBF 1999 - 2004 145.9 63.2 5.3 27.3 24.4 

14 US_Los_CSH 2001-2004 159.3 57.8 5.4 29.6 23.0 

BSk 15 US_Fpe_GRA 2000-2004 159.0 32.8 5.4 21.7 25.2 

16 US_NR1_ENF 1999-2004 182.7 54.4 2.2 46.0 42.4 

[Rg – incoming solar radiation (W/m2), P – Precipitation (mm/month), Tair - air Temperature (OC), 
Lht – Latent Heat Flux (W/m2), Sht – Sensible Heat Flux (W/m2)]. Precipitation for 
US_Goo_GRA and US_WBW_DBF are not shown because of missing observations 
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Table 3.5: Model performance evaluation, Bias and RMSE are expressed as the % of observed mean values given in Table 3.4. 

Sl. 
No. 

NARR CLM 

R2/Bias/RMSE R2/Bias/RMSE 
Rg P Tair Lht Sht Rg P Tair Lht Sht 

1 0.80/29/36 0.82/3/31 0.96/2/14 0.64/9/47 0.01/11/91           

2 0.78/40/47 0.79/-3/33 0.96/5/15 0.63/-1/45 0.00/14/89      

3 0.95/32/35 0.85/7/28 1.00/6/8 0.80/53/72 0.84/50/72 0.91/3/13 0.50/-9/50 1.00/-4/6 0.68/23/60 0.64/-22/62 

4 0.83/20/26  0.87/1/17 0.74/56/70 0.08/2/49 0.86/4/15  0.87/0/17 0.67/-2/40 0.25/58/100 

5 0.97/24/25 0.71/10/33 0.97/1/14 0.82/95/117 0.31/-4/64 0.94/-1/11 0.58/-7/36 0.96/-6/18 0.93/6/28 0.16/7/93 

6 0.97/20/22 0.65/13/44 0.95/4/15 0.78/41/60 0.47/-17/41      

7 0.97/22/24   0.99/-3/6 0.84/89/104 0.36/-12/37 0.94/5/11   0.99/1/6 0.91/11/26 0.05/42/99 

8 0.97/23/26 0.90/-7/32 0.91/15/46 0.89/-25/34 0.40/106/191      

9 0.95/24/26 0.61/23/51 1.00/5/7 0.89/55/80 0.64/-5/37 0.94/-3/11 0.41/21/55 0.99/1/8 0.85/-9/37 0.34/-10/67 

10 0.99/23/25 0.47/-25/70 1.00/3/11 0.42/8/78 0.02/86/191 0.96/0/8 0.45/-9/68 1.00/6/8 0.85/4/37 0.31/4/94 

11 0.99/21/23 0.43/-22/76 0.98/6/16 0.37/7/79 0.02/85/197 0.96/-2/8 0.36/-7/77 0.99/9/14 0.79/3/43 0.33/4/100 

12 0.99/24/26 0.88/5/29 0.99/7/15 0.51/17/71 0.22/45/117 0.96/1/8 0.72/27/52 0.99/11/14 0.84/12/43 0.46/-19/66 

13 0.97/31/35 0.79/5/33 0.99/4/23 0.89/136/163 0.55/-14/52 0.96/4/12 0.58/-7/42 0.98/-11/32 0.91/32/58 0.56/-34/77 

14 0.93/19/26 0.32/16/65 0.93/3/54 0.92/109/132 0.68/7/38 0.92/-5/14 0.29/-2/62 0.92/-13/59 0.91/18/47 0.61/-25/77 

15 0.98/26/29 0.27/-26/111 0.98/32/44 0.57/24/84 0.89/51/92 0.96/-1/11 0.23/1/109 0.99/-34/44 0.51/23/104 0.67/-29/63 

16 0.81/34/41 0.82/-10/38 0.97/-28/77 0.84/37/55 0.40/-81/102 0.81/3/18 0.45/-47/76 0.96/121/159 0.81/-42/48 0.76/-20/35 
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Comparison between NARR and CLM outputs show that incoming solar radiation (Rg) and 

temperature (Tair) are the two most correlated variables in these datasets. Average R2 for Rg / Tair 

at 11 AmeriFlux sites is 0.96 / 0.97 in NARR, and 0.94 / 0.97 in CLM. Compared to AmeriFlux 

data, incoming solar radiation is 24% higher in NARR (range: 19% to 32%), and 0.5% higher in 

CLM (range: -5% to + 5%). Average near surface air temperature is 6% higher in NARR (range: -

3% to 32%), and 3% lower in CLM (range: -34% to 11%). NARR outputs show higher 

correlation (average R2: 0.59, range: 0.27 to 0.88) with observed precipitation compared to CLM 

(average R2 :0.46, range:0.23 to 0.72). Average monthly precipitation is 1% lower in NARR 

(range: -26% to 23%), and 1% higher in CLM (range: -9% to 27%) [Precipitation results include 

comparison at 9 sites only, because at remaining 2 sites precipitation observation was not 

satisfactory because of missing values]. CLM outputs for latent heat flux show higher correlation 

(average R2: 0.80, range: 0.51 to 0.93) with observation compared to NARR outputs (average R2: 

0.71, range: 0.37 to 0.92). Average monthly latent heat flux is 11% higher in CLM (range: -9% to 

32%), and 59% higher in NARR (range: 7% to 136%). NARR outputs for sensible heat flux also 

show slightly higher correlation with observations (average R2: 0.42, range: 0.02 to 0.89) 

compared to CLM outputs (average R2: 0.40, range: 0.05 to 0.67). Average monthly sensible heat 

flux is 27% higher in NARR (range: -14% to 86%), and 2% lower in CLM outputs (range: -34% 

to 58%). 

Monthly mean and standard deviation (inter-annual variability) of latent heat flux, sensible heat 

flux, and precipitation from AmeriFlux observations, NARR, and CLM outputs at the best 

available sites (longest comparison period, average 6 years, range: 5 – 7 years) in each region are 

shown in Figure 3.6. Seasonal variations (shape of monthly mean during the year) of latent heat 

flux and precipitation are captured by both NARR and CLM (see R2 in Table 3.5).  However, 

NARR latent heat flux shows higher positive bias compared to CLM as discussed previously (see 

bias in Table 3.5). Lower correlation of observed precipitation with model outputs, compared to 

temperature and latent heat flux, (Table 3.5) can be due to the multimodal (multiple peaks) nature 

of precipitation distribution during the year in Cfa, Dfa, and Dfb regions. The seasonal cycle of 

sensible heat flux show a bimodal pattern (two peaks during the year) at many AmeriFlux sites, 

particularly pronounced at the cropland site (e.g. US_Bo1_CRO in Fig. 3.6).  CLM does not 

capture the bimodal pattern of sensible heat flux at all sites, and CLM shows only one peak in 

seasonal cycle of sensible heat flux. NARR captures the bimodal pattern of seasonal variations in 

sensible heat flux, particularly at US_Bo1_CRO site. The bimodal pattern issue is discussed in 
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detail in Section 3.5.4 and 3.5.5. NARR output and CLM input data show the observed seasonal 

cycle of near surface air temperature very well (not shown; see R2 in Table 3.5). As shown in Fig. 

3.6, regridding of NARR outputs did not change major characteristics of the results such as the 

bimodal pattern of sensible heat flux, higher positive bias in NARR latent heat flux compared to 

CLM, and multimodal nature of precipitation distribution at the four sites shown in Fig. 3.6. 

Many studies have identified error in energy balance closure at FLUXNET sites (Wilson et al., 

2002; Foken et al, 2008; Stockli et al, 2008). These errors are in the order of 20%, with 

underestimation of latent heat flux and sensible heat flux or overestimation of available energy 

[Lht + Sht = 0.8 (Rn – Ght); Wilson et al., 2002]. Level 4 AmeriFlux data, that uses u* (friction 

velocity) filtering, is expected to show better energy balance closure, because improvements in 

energy balance closure are found with increasing friction velocity (Wilson et al., 2002). In the u* 

filtering method, measured fluxes below the threshold u* are discarded (mainly night time 

fluxes), and filled with the other observations with similar meteorological condition (gap filling). 

However, in Level 4 AmeriFlux data, net radiation or surface albedo variables are not available, 

and hence quantative evaluation of improvements in energy balance closure cannot be made at 

this time. In Section 3.5.6, NARR and CLM latent heat flux / ET outputs are evaluated using a 

theoretical approach (Budyko curve) instead of using AmeriFlux observations.  

The results presented in this section are based on comparison of a point scale observation (25 x 

25m) with NARR grid cell (32 x 32 km) and CLM grid cell (280 x 280 km) outputs. This 

comparison raises an important question about the validity of comparing point scale observations 

with coarse resolution gridded climate model output. This issue is addressed in Section.3.4.3. 
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Latent Heat Flux Sensible Heat Flux Precipitation 
 

Cfa Region (US_MMS_DBF, 1999-2004) 

 
Dfa Region (US_Bo1_CRO, 1997-2004) 

 
Dfb Region (US_WCr_DBF, 1999-2004) 

 
BSk Region (US_Fpe_GRA, 2000-2004) 

 
Fig. 3.6: Monthly climatology of latent and sensible heat fluxes and precipitation at four 

AmeriFlux sites, one each in Cfa, Dfa, Dfb, and BSk region. X-axis represent months 1 
to 12 (Jan. to Dec.), and Y-axis represent monthly flux (W/m2) for latent and sensible 
heat fluxes, and monthly precipitation (mm/month) for precipitation. Error bar 
represent + 1 standard deviation in each case (AmeriFlux, CLM, and NARR). 
NARR_Regrid (blue broken line) is the NARR data regrided to T42 resolution as 
described in section 3.2. Only mean values of NARR_Regrid are shown.   
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3.4.3 Spatial Variability in Point Scale Hydroclimatic Observations  
 
 
The issue of comparing point scale observation with climate model grid cell outputs is addressed 

by looking into the spatial variability of monthly precipitation and near surface air temperature 

records at 71 USHCN stations in Indiana and Illinois (Fig. 3.7). A total of 113 years (1896 to 

2008) of monthly records are included in the analysis. Spatial variability is analyzed through pair-

wise spatial correlation, RMSE difference, semi-variance, and statistical significance of 

difference in the monthly mean observation. The average distance among pairs of sites, and the 

number of station pairs for each distance is given in Table 3.6. The average distance ranges from 

38 km to 524 km between any two stations, and a total of 2485 station pairs are included in the 

analysis. 

 
 
Fig. 3.7: Location of 71 USHCN stations in Indiana and Illinois with CLM grid (T42 resolution) 

in the background. 
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Table 3.6: Pairs of USHCN stations and their distances 

Sl. 
No. 

Distance (in km) pairs of 
stations 

mean distance 
( in km) 

1 dist ≤  50 km 58 38 

2 50 km < dist ≤ 100 km 204 77 

3 100 km < dist ≤ 200 km 635 153 

4 200 km < dist ≤ 300 km 696 248 

5 300 km < dist ≤ 400 km 552 345 

6 400 km < dist ≤ 500 km 301 442 

7 dist > 500 km 39 524 

 
 
Spatial variability in monthly near surface air temperature records is shown in Fig. 3.8. Spatial 

correlation remains very high for all the distances (average correlation coefficient = 0.90), 

however its magnitude decreases with increasing distance (0.96 for 38 km distance and 0.82 for 

524 km distance). The RMSE difference increases from 0.83 OC for 38 km distance to 3.2 OC for 

524 km distance (average of 12 months).  Semi-variogram of temperature data (Fig. 3.8 (c)) 

shows a parabolic model with no nugget effect, suggesting that the scale of variability is larger 

than the sampling interval (Kitanidis, 1997, p. 32-40).  Statistical significance test (two sample T 

test) of difference in the means show that the monthly temperature records are not statistically 

different (α = 0.05) until an average distance of 248 km (Fig. 3.8 (d)). Spatial correlation and 

RMSE difference for 248 km distance are 0.91 and 1.8 OC, respectively. 

Spatial variability in monthly precipitation records is shown in Fig. 3.9. Spatial correlation of 

precipitation records is lower than the spatial correlation of temperature records because of the 

higher variability and multimodal precipitation pattern in the region as discussed in Section 3.4.2. 

Spatial correlation of monthly precipitation decreases from 0.82 for 38 km distance to 0.30 for 

524 km distance (average = 0.55). The RMSE difference increases from 29 mm/ month for 38 km 

distance to 64 mm/month for 524 km distance. The semi-variogram of monthly precipitation (Fig. 

3.9 (c)) shows an almost linear shape with small nugget effect (410 mm/month ^2), suggesting 

that most of the variability is at a scale larger than the sampling interval, but some variability may 

be present at a scale comparable to the sampling interval (Kitanidis, 1997,  p. 32-40). Nugget 

effect is a discontinuity of semi-variogram at the origin (y axis intercept), obtained by fitting a 

linear trend line to the mean semi-variogram curve shown in Fig. 3.9 (c). Statistical significance 



71 
 

test (two sample T test) shows that the mean precipitation is not statistically different for 7 

months (April to Oct.) for all the distances. For five months (Nov. to March), mean precipitation 

becomes statistically different for 441 km or greater distances (Fig. 3.9 (d)). Spatial correlation 

and RMSE differences for 248 km distance are 0.53 and 50mm/month, respectively. 

(a) (b) 

(c) (d) 
 
Fig. 3.8: Spatial variability in monthly temperature records at 71 USHCN stations in Indiana and 

Illinois. (a) spatial correlation, (b) root mean square difference, (c) semi-variance (d) 
statistical difference (p value). Thin lines represent mean value for each month, thick 
black line represent average value calculated from the monthly value, and error bars 
represent + 1 standard deviation (average of 12 month).  

 
 
The mean behavior of point scale observation of monthly precipitation and temperature records 

suggest that point scale measurements are not statistically different for at least 248 km distance in 

Indiana and Illinois region. Similar to precipitation and temperature observations, ubiquitous 

observations of surface energy fluxes are not available, and hence, spatial variability analysis as 

presented above cannot be conducted using sparse and short term energy flux observations. Pair-

wise study is conducted using five or more years of comparative records from available 

neighboring stations to study the effects of climatic forcing, and land cover types on energy flux 

observations. The results from the pair-wise study are presented below, but it should be noted that 
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these results are obtained by using a small sample size (minimum sample size = 5 and maximum 

sample size = 9). 

(a) (b) 

(c) (d) 
 
Fig. 3.9: Spatial variability in monthly precipitation records at 71 USHCN stations in Indiana and 

Illinois. (a) spatial correlation, (b) root mean square difference, (c) semi-variance (d) 
statistical difference (p value). Thin lines represent mean value for each month, thick 
black line represent average value calculated from the monthly value, and error bars 
represent + 1 standard deviation (average of 12 month).   
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northeast United States is included in the analysis because of their longest available comparative 
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months are presented in Table 3.7. 
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other variables is low compared to temperature correlation, and these correlations are not 

significant for most months. The summer months account for 87% of annual total ET for 

US_MMS_DBF, and 74% of annual total ET for US_BO1_CRO site. The magnitude of summer 

latent heat flux / ET is similar at both sites (73 W/m2at US_MMS_DBF site and 70 W/m2 at 

US_BO1_CRO site), and they are not statistically different for any month in summer. Sensible 

heat flux is significantly different for most months in summer, and the average magnitude of 

sensible heat flux is 18 W/m2 at US_MMS_DBF, and 32 W/m2 at US_BO1_CRO. In winter, 

however, the behavior is opposite with statistically different latent heat flux for all months. 

Winter sensible heat flux is not statistically different for 4 months at US_MMS_DBF and 

US_BO1_CRO site.  

AmeriFlux sites US_WCr_DBF and US_Los_CSH are located 32 km apart in north Wisconsin. 

Temperature data at these two sites show low correlation, 0.30 for summer, and 0.33 for winter. 

Low correlation in monthly temperature could be due to differences in elevation (Table 3.1) and 

terrain type (over-shaped ridge for US_Wcr_Dbf , and poorly drained depression/wetland for 

US_Los_CSH), but this issue is  not investigated in this study. The summer months accounts for 

90% of annual total ET at these sites, and latent heat flux / ET is of similar magnitude at both sites 

(48 W/m2 at US_WCr_DBF, and 51 W/m2 at US_Los_CSH site). Sensible heat flux is also 

similar in magnitude (27 W/m2 at US_WCr_DBF, and 29 W/m2 at US_Los_CSH), and is not 

statistically different for 5 months in summer. During winter, sensible heat flux has different 

magnitude at these sites (26 W/m2 at US_WCr_DBF, and 17 W/m2 at US_Los_CSH), but the 

difference is not statistically significant for four months.  

AmeriFlux sites US_Ha1_DBF (in Massachusetts), and US_Ho1_ENF (in Maine) are located 405 

km apart. Monthly temperature shows correlation of 0.72 in summer and 0.84 in winter. Other 

variables show relatively lower correlation (e.g. 0.38 for latent heat flux during the summer 

months). The summer months account for more than 80% of annual total ET at these sites. 

Summer latent heat flux / ET at US_Ha1_DBF is 56 W/m2, and 49 W/m2 at US_Ho1_ENF site 

(significantly different for two months). The sensible heat flux at US_Ha1_DBF and 

US_Ho1_ENF sites is statistically different for most months in summer, and for three months in 

winter. 
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Table 3.7: Pair wise comparative analysis of AmeriFlux observations at selected sites ( Tair /P/Lht/Sht; units are OC/mm per month/W per 
m2/W per m2).  

(a) For summer months (May to October, 6 months) 

Sl. 
No. 

Group Distance 
(KM) 

Comparison 
year 

Correlation 
Coefficient 

NSSCM Mean Value NSDMM 

1 
US_MMS_DBF 

177 1999-2006* 0.75/0.23/-0.07/0.32 4/1/0/0 
19.9/100/73/18 

1/1/0/4 
US_BO1_CRO 19.3/77/70/32 

2 
US_WCr_DBF 

32 2001-2005 0.30/NA/0.21/0.40 0/NA/1/0 
14.3/NA/48/27 

0/NA/1/1 
US_Los_CSH 13.7/NA/51/29 

3 
US_Ha1_DBF 

405 1996-2004 0.72/0.57/0.38/0.19 5/3/0/0 
15.6/94/56/34 

1/0/2/5 
US_Ho1_ENF 15.1/79/49/44 
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Table 3.7: Pair wise comparative analysis of AmeriFlux observations at selected sites ( Tair /P/Lht/Sht; units are OC/mm per month/W per 
m2/W per m2; continued) 

(b) For winter months (Nov. to April, 6 months) 

Sl. 
No. 

Group Distance 
(KM) 

Comparison 
year 

Correlation 
Coefficient 

NSSCM Mean Value NSDMM 

1 
US_MMS_DBF 

177 1999-2006* 0.82/0.57/0.53/0.46 4/1/1/1 
4.9/79/10/26 

0/0/6/2 
US_BO1_CRO 3.6/61/25/20 

2 
US_WCr_DBF 

32 2001-2005 0.33/NA/0.25/0.50 0/NA/1/2 
-3.5/NA/4/26 

0/NA/0/2 
US_Los_CSH -4.5/NA/6/17 

3 
US_Ha1_DBF 

405 1996-2004 0.84/0.39/0.38/0.24 6/2/2/0 
0.2/87/12/30 

5/2/3/3 
US_Ho1_ENF -2.0/57/8/19 

Values are calculated for each 12 months separately, and then averaged/counted for summer and winter months, respectively. NSSCM: 
Number of statistically significant correlation month (p value ≤ 0.05), NSSDMM: Number of significantly (statistical) different mean month 
(p value ≤ 0.05). * year 2000 is missing. 
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3.4.4 Spatial and Temporal Distribution of Total Runoff in MRB  
 
 
Spatial distribution of annual total runoff based on UNH-GRDC composite runoff data, VIC 

model, NARR, and CLM is presented in Fig. 3.10. Except for the UNH-GRDC dataset, for which 

only monthly climatological mean values are available (Fekete et al., 2002), the other three model 

outputs  represent average annual total runoff from 1988 to 1999. Data from 1988 to 1999 are 

presented because VIC outputs are available for that period only. All runoff datasets are shown at 

their original resolutions, i.e., UNH-GRDC at 0.50 resolutions (~ 50 km), VIC at 0.250 resolution 

(~ 25 km), NARR at 32 km resolution, and CLM at T42 resolution (~ 280 km). The UNH-GRDC 

data shows some discontinuity (lower runoff) in western Kentucky. The VIC output follows the 

precipitation gradient shown in Fig. 3.2(b), and provides better geographic distribution of runoff 

in MRB (Roads et al., 2003). The spatial distribution of total runoff from CLM is visually 

comparable to that from VIC; whereas NARR provides lower total runoff in all area of MRB. 

The intra-annual variability of total runoff is shown in Fig. 3.11 (a). Naturalized observed runoff 

from Maurer and Lettenmaier (2001) is also included in the analysis. The monthly runoff from 

VIC is closer to the observation, with an RMSE of 2.7 mm/month. The UNH-GRDC data show 

lower monthly runoff from June to December, and the annual average RMSE for UNH-GRDC 

data is 6.2 mm/month. The monthly runoff from CLM is higher during winter months, and is 

comparable with VIC runoff during summer months. Compared to the observed runoff data from 

Maurer and Lettenmaier (2001), annual average RMSE in CLM monthly runoff is 7.7 mm/month. 

The runoff data from NARR is lower for all months, and the annual average RMSE in NARR is 

12.7 mm/month compared to Maurer and Lettenmaier (2001). 

The annual time series of total runoff is shown in Fig. 3.11 (b), and the annual total runoff 

statistics are presented in Table 3.8. VIC output data match closely with observations, with a 

correlation coefficient of 0.94, bias of 2%, and RMSE of 13 mm/year. The total runoff from CLM 

is higher for all years, with a bias of 19%, and RMSE of 47 mm/year. Higher annual runoff from 

CLM may be due to higher runoff during winter months as mentioned in the previous paragraph. 

Overall, CLM total runoff captures the inter-annual variability, with a correlation coefficient of 

0.91. CLM total runoff results found in this study are consistent with findings of Oleson et al. 

(2008), who also found higher overestimation of total runoff and high correlation coefficient. 

NARR gives lower total runoff for all years, with a bias of -62% and RMSE of 151 mm/year. In 

addition, NARR data show relatively poorer correlation (correlation coefficient: 0.52) in 
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comparison with CLM. Regridding of NARR data did not affect monthly or annual runoff results 

in MRB (Fig. 3.11). 

 

 
 
Fig. 3.10: Spatial distribution of annual total runoff (mm/year) in MRB (a) UNH-GRDC 

composite runoff data (b) VIC model [1988-1999] (c) NARR [1988-1999] (d) CLM 
[1988-1999]. 

 
Table 3.8: Annual total runoff statistics (1988 – 1999) in MRB 

ID mean Correlation RMSE 

mm/year coefficient mm/year 

Observation 237     

UNH-GRDC 187   

VIC 242 0.94 13 

NARR 89 0.57 151 

CLM3.5 281 0.91 47 

a b 

c d 



78 
 

(a) (b) 
 
Fig. 3.11: Temporal distribution of total runoff in MRB (a) Intra-annual variability (b) inter-

annual variability. NARR_Regrid (blue broken line) is the NARR data regrided to T42 
resolution as described in section 3.2. Observation is from Maurer and Lettenmaier 
(2001). 

 
 
 

3.4.5 Results Summary  
 
 
NARR and CLM outputs are evaluated for surface water and energy fluxes in MRB using energy 

flux observations, and other relevant data/model outputs (e.g. runoff observations).  Monthly 

climatology of near surface air temperature and precipitation of NARR is comparable to CLM 

and PRISM data. However, sensible heat flux and latent heat flux differ significantly between 

NARR and CLM outputs. Compared to average AmeriFlux data from 11 sites, NARR shows 

relatively higher biases in incoming solar radiation (24%), sensible heat flux (27%), and latent 

heat flux (59%); whereas CLM  shows relatively smaller biases in incoming solar radiation 

(0.5%), sensible heat flux (-2%), and latent heat flux (11%).  Similarly, annual and monthly total 

runoff is also better simulated by CLM compared to NARR. Based on 25 years (1980 – 2004) 

monthly climatology water and energy balance components in MRB, NARR has 11% energy 

balance closing error (Lht + Sht + Ght = 1.11 Rn) and 12% water balance closing error (ET + N = 

1.12 P); whereas CLM does not have water and energy balance closing error by virtue of model 

design.  Net radiation in NARR (84.7 W/m2) is higher compared to CLM (69.7 W/m2). Overall, 

CLM outputs provide better characterization of surface water and energy fluxes in MRB.  

The issue of comparing point scale observations with gridded model outputs is addressed by 

using 113 years of monthly precipitation and temperature records at 71 USHCN stations in 

Indiana and Illinois. It is found that monthly precipitation and temperature are not statistically 

different for at least 248 km distance in Indiana and Illinois. Analysis of pair-wise energy flux 
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observations from neighboring stations show that effects of land cover type on summer latent heat 

flux/ET (which is greater than 80% of annual total ET) is minimal. Sensible heat flux show higher 

difference compared to latent heat flux at neighboring stations with different land cover types. 

 
 
 

3.5 Discussion 
 
 
 

3.5.1 Reanalysis as Surrogate for Observations  
 
 
Reanalysis data / outputs are often used as a surrogate for observations for verification of climate 

model outputs (Covey et al., 2003; Gates et al., 1999; Kumar et al, 2010; Lambert and Boer, 

2001; Richler and Kim,2008; http://www.cgd.ucar.edu/cms/diagnostics/ ), and other relevant 

hydroclimatic studies (Dominguez and Kumar, 2008; Dominguez et al, 2008; Diffenbaugh, 2009; 

Fall et al., 2009). This study used an improved version regional reanalysis product (NARR, 

Mesinger et al., 2006), and found that while precipitation and near surface air temperature are 

comparable to observed data, ET and runoff outputs have significant biases. The water and energy 

balance error observed in NARR could be due to: (i) assimilation of a limited number of available 

hydroclimatic variables in the NARR system, (ii) biases in net radiation, and (iii) parameterization 

of surface energy fluxes in NARR. While precipitation is an assimilated variable in NARR, 

sensible heat flux, latent heat flux and runoff are not assimilated in NARR. This finding suggests 

that reanalysis fields for which observations are not assimilated (e.g. sensible and latent heat flux) 

should be used with caution. Some aspects of surface energy flux parameterization difference 

between NARR and CLM are discussed in Section 3.5.5.  

 
 
 

3.5.2 Point Scale Observations versus Gridded Model Output  
 
 
Reanalysis data or other climate model outputs have the advantage of being continuous in spatial 

and temporal domain. In contrast, AmeriFlux data are sparse in spatial domain, and are available 

for a relatively short temporal domain (less than 15 years). This study show that CLM outputs are 

comparable to point scale energy flux observations at many sites, and CLM also produces better 

results (e.g. runoff for the MRB) at the continental basin scale (3.2 million sq. km) compared to 
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NARR. Hence, in addition to providing valuable information for model development (Stockli et 

al, 2008), point scale observations are valuable dataset for evaluation or verification of global and 

regional climate model outputs. Point scale energy flux observations cannot replace reanalysis 

outputs, but can provide first order assessment for both reanalysis data and climate model outputs. 

Hence, point scale observations should be taken into consideration alongside available reanalysis 

outputs in hydroclimatic studies.  

Comparison of point scale observations with climate model grid cell outputs also brings up the 

issue of spatial scale, and how the heterogeneity in topography, land cover and soil within a 

model grid cell are captured in a point measurement. Results from this study show that the issue 

of scale and heterogeneity are masked at monthly time scale over the grid cell size of 280 km 

used in this study. Vinnikov et al. (1996) have proposed statistical models for spatial and 

temporal variability for soil moisture observations in the mid-latitude region (former USSR), 

having similar formulation (first-order Markov process). Temporal averaging within a month in 

the same year, and averaging during the same months for different years could be compensating 

for the spatial variability within a grid cell for ET or latent heat flux measurements shown in Fig. 

3.6. This, however, may change for different variables in different regions such as mountainous 

regions.  

This study also found that the correspondence between point scale measurement and CLM grid 

cell output is poor in the Rocky mountain range (US_NR1_ENF site). Some past studies (e.g., 

Han and Roads, 2004) have shown that a high resolution climate model performs better in a 

mountainous region compared to a low resolution climate model such as T42 resolution (280 km) 

in CLM. The spatial variability analysis conducted in this study using precipitation and 

temperature data from Indiana and Illinois (relatively flat topography) may not remain valid for 

the highly variable topographic regions (e.g. Rocky mountain region). Higher resolution climatic 

models may be needed for similar analysis in mountainous regions. For example, NARR (32 km 

resolution) performance is better for precipitation and temperature compared to CLM forcing data 

(280 km resolution) at US_NR1_ENF site (Table 3.5). 
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3.5.3 Effect of Land Cover Type on Sensible and Latent Heat Fluxes  
 
 
Point scale measurements of sensible heat flux are found to be less correlated with the nearest 

climate model grid cell outputs compared to latent heat flux measurements (e.g. average 

correlation coefficient of CLM and AmeriFlux is 0.80 for latent heat flux, and 0.40 for sensible 

heat flux; also see Randerson et al., 2009). Pair-wise comparison of AmeriFlux observations  

(Table 3.7) show that sensible heat flux has a higher difference compared to latent heat flux  at 

neighboring stations having  different land cover types (e.g. summer average latent heat flux and 

sensible heat flux for US_MMS_DBF/ US_BO1_CRO sites are 73/70 and 18/32 W/m2, 

respectively). These results suggest that land surface heterogeneity (e.g. land cover type) has 

higher effects on sensible heat flux compared to latent heat flux; i.e. land surface hydrologic 

response (ET/latent heat flux) is more stable compared to the land surface thermal response 

(sensible heat flux). This finding is consistent with some previous studies including the African 

Monsoon Multidisciplinary Analysis (AMMA) project where Ramier et al. (2009) found that the 

stability in ET is achieved at the expense of variability in other energy (e.g., sensible heat flux) 

and water balance components (e.g., soil water storage). Similarly, by using six years of energy 

flux data in a Mediterranean climate region (central California), Ryu et al. (2008) found that the 

inter-annual variability in ET is much less compared to the two fold change in annual 

precipitation during the observation period. 

 
 
 

3.5.4 Bimodal Pattern of Sensible Heat Flux  
 
 
A bimodal pattern in monthly climatology of sensible heat flux is found at four crop  cover 

AmeriFlux sites in Dfa region. For one crop cover AmeriFlux sites in Cfa region 

(US_ARM_CRO), bimodal pattern of sensible heat flux was not found. For two irrigated crop 

cover sites (US_Ne1_CRO, and US_Ne2_CRO), mean value of sensible heat flux is nearly zero 

or slightly negative during July and August months, which also coincides with highest latent heat 

flux months in the year (not shown). This special phenomenon was explained by Tanner and 

Lemon (1962) and Monteith (1965) as the effect of advection of dry air over cooler and water 

sufficient crop area. ET from irrigated crop area exceeds net radiation, and hence temperature of 

irrigated crop area is lower than the air temperature. The deficit in the energy demand is met by 

the downwind transfer of sensible heat flux from the warmer air into the cooler crop area 
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(negative sensible heat flux). During the senescence period, ET decreases, and gradually sensible 

heat flux becomes the dominant energy flux (Li et al, 2005). 

 
 
 

3.5.5 Model Parametrization Differences NARR and CLM  
 
 
NARR captures bimodal pattern of sensible heat flux at crop sites (e.g. US_Bol_CRO), whereas 

CLM does not capture the bimodal pattern of sensible heat flux (Fig. 6b). NARR uses the Noah 

land surface parameterization scheme (Chen and Dudhia, 2001), where sensible heat flux is 

calculated as the residual of the energy balance terms (Sht = Rn – Lht – Ght; Sridhar et al., 2002), 

hence Sht can become uncoupled from temperature seasonality (one peak during the year) as Lht 

+ Ght approaches to Rn. Whereas in CLM parameterization, sensible heat flux is calculated as 

heat transfer from ground/vegetated surface to atmosphere using the temperature difference 

between the atmosphere and ground/vegetated surface as the potential difference and  

aerodynamic resistance  as resistance based on Ohm’s law (Oleson et al., 2004, page 56-64). 

Hence, it is less likely that Sht can become uncoupled from temperature seasonality in CLM.  

Ground heat flux is calculated as the residual of the energy balance terms in CLM (Ght = Rn – 

Lht – Sht ; Oleson et al., 2004, page 77). Although the opposing signs of ground heat flux cancel 

each other at longer time scale (e.g. annual), ground heat flux can be substantial at daily time 

scale. Ramier et al. (2009) show the mean absolute value of ground heat flux as less than 7% of 

(Lht + Ght) based on two years of observations in the AMMA project. During wet spells, soil 

releases the heat to the atmosphere; whereas during the dry spell, soil gains heat from the 

atmosphere (Ramier et al., 2009).  

Based on a point scale model run at three flux tower sites, Wang et al. (2008) found that the 

ground heat flux is poorly simulated compared to latent heat flux and sensible heat flux in the 

CLM (version 3) model. On the other hand, Sridhar et al. (2002) found good correspondence 

(statistically significant strong correlation) between measured and modeled ground heat flux at 7 

flux measurement sites in Oklahoma using the Noah land surface model. There could be other 

parameterization differences that may be contributing to the differences in sensible heat flux 

monthly climatology that is seen in this study. Further investigation of this issue may require 

running the CLM and Noah land surface model at point scale. Santanello et al. (2009) have 

compared CLM and Noah land surface model coupled with different Planetary Boundary Layer 
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schemes, but their analysis results are limited to diurnal time scale, and are not sufficient to 

analyze the seasonal cycle. 

 
 
 

3.5.6 Evaluation of NARR and CLM ET using Budyko Curve  
 
 
Large differences between NARR and CLM latent heat fluxes in the eastern part of MRB (Fig. 

3.4), and energy balance closure issue with AmeriFlux observations (Section 3.4.2) warrant 

further investigation of this issue using some independent approach. Budyko Curve is a top-down 

approach for basin average ET estimation as opposed to bottom-up process based approach e.g. 

NARR and CLM. Budyko postulated that for long term average, under very dry conditions actual 

ET is limited by precipitation, and under very wet conditions actual ET is limited by available 

energy (Budyko 1958). Between these two limits a number of curves have been proposed to 

account for increasing complexity e.g. catchment characteristics and finer temporal scale (Milly, 

1994; Koster and Saurez 1999; Zhang et al, 2001, 2004, and 2008). Fig. 3.12 shows Budyko 

curve given in Eq. 3.5. This curve is applicable for the steady state condition (∆s = 0 in Eq. 3.1, 

long term annual mean), and its validation over 250 catchments has been shown in Zhang et al. 

(2001). 

11
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P

Rn

⋅
=

λ
is the dryness index, and w is the plant available water coefficient (w = 2.0 for 

forest, and w = 0.5 for short grass and crops). 

The performance of CLM and NARR ET in the Ohio and Tennessee Basin (the eastern part of the 

MRB, Region 05 and 06 Fig. 2(c)) are evaluated for long term annual mean (1980 – 2004; Fig. 

3.12). The observed mean annual ET for the Ohio and Tennessee basins is calculated as the 

difference between observed mean annual precipitation (using PRISM data) and the observed 

mean annual streamflow data at United States Geological Survey (USGS) gauging station # 

03611500 (Ohio river at Metropolis, Illinois with a drainage area of 0.52 million sq. km). The 

observation falls on the Budyko curve (ET/P = 0.58, and Ф = 0.80), whereas NARR shows an 

overestimation of ET (ET/P = 0.92, and Ф = 1.12), and CLM show underestimation of ET (ET/P 

= 0.35, and Ф = 0.85). Observed ET estimates can have some positive bias due to flow 
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regulations upstream of the gauging station (~ 5%, Maurer and Lettenmaier, 2001; USGS Water 

Data Report 2009). Lower ET/P in CLM is also consistent with the overestimation of CLM runoff 

as discussed in Section 3.4.4. Budyko approach also confirms that NARR overestimates ET in 

MRB. 

 
 
Fig. 3.12: Performance evaluation NARR and CLM ET outputs using Budyko curve in Ohio-

Tennessee basin for 1980-2004 annual average. 
 
 
 

3.5.7 Comparison with the WEBS study  
 
 
A comparison of this study with the WEBS study for major surface water and energy budget 

terms (ET/P, N/P, Lht/Rn, Sht/Rn) is presented in Table 3.9. Partitioning of precipitation into ET 

and runoff has not significantly improved in NARR as compared to REAN1 and REAN2. ET 

approximately balances total precipitation in all three reanalysis products. In NARR, water 

balance closing error (ET + N = 1.12 P) is similar to REAN2 (ET + N = 1.11P). It seems that 

runoff is not an important variable for climate models, as also seen in GSM, RSM and ETA 

results (The WEBS study). CLM which is run in offline mode produces results comparable to the 

VIC model. CLM coupled model run (coupled with atmosphere and ocean components) is not 

available for evaluation. Latent heat flux has decreased and sensible heat flux has increased in 
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NARR compared to REAN1, REAN2, GSM, and RSM. The issue of negative sensible heat flux 

during winter as identified in the WEBS study has improved in NARR (Fig. 3.5 and 3.6). 

Table 3.9: Comparison with the WEBS study.  

  

  

The WEBS Study This Study 

REAN1 REAN2 GSM RSM ETA VIC  NARR CLM  OBS 

ET/P 1.02 1.05 0.89 0.88 0.94 0.71 1.00 0.66 0.71 

N/P   0.06 0.15 0.09 0.17 0.29 0.12 0.34 0.29 

Lht/Rn 0.77 0.85 0.75 0.75 0.64 0.63 0.70 0.59  

Sht/Rn 0.13 0.10 0.17 0.28 0.34 0.33 0.40 0.39   

The WEBS climatology is for 1996 to 1999, NARR and CLM (This study) is for 1980 – 2004, 
and the observation (OBS) is for 1988 to 1999. Observed ET is estimated as the difference 
between average PRISM precipitation and average naturalized runoff for 1988 to 1999. Details of 
the WEBS study are given in Roads et al. (2003). 

 
 

3.6 Concluding Remarks 
 
 
This study highlights the differences in climate model output (CLM), observations (AmeriFlux) 

and reanalysis products (NARR) in hydroclimatic assessments at continental basin scale. 

Hydroclimatic variables for which observations are not assimilated in the reanalysis products (e.g. 

ET and runoff in NARR) should be used with caution for evaluation of climate model outputs. 

For example, evaluation of CLM using NARR only may show that CLM underestimates ET or 

latent heat flux, and overestimates sensible heat flux in MRB (Fig. 3.5). However, this is not the 

case as found in this study because CLM ET output matches more closely with AmeriFlux data 

compared to NARR ET (Fig. 3.6).  

The availability of AmeriFlux observations in recent years has proved to be an important data 

source to improve our understanding of land surface and atmospheric interaction such as 

variability in latent heat flux compared to sensible heat flux and bimodal seasonal cycle of 

sensible heat flux as found in this study for MRB. Issues related to scaling (point scale 

measurement versus climate model grid cell outputs) and energy balance closure in Level 4 

AmeriFlux data should be addressed in future studies so that AmeriFlux observations can be used 

more extensively in hydroclimatic studies. 
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Spatial variability analysis of monthly precipitation and temperature using 71 USHCN in Indiana 

and Illinois show that monthly precipitation and temperature vary at a scale larger than the 

average distance (39 km) between any two neighboring stations in this study. Gridded network of 

AmeriFlux sites is needed to conduct similar studies for latent and sensible heat fluxes. Pair-wise 

analysis of energy flux observations at neighboring AmeriFlux sites in this study is limited by 

small sample size. Field experiments similar to the AMMA project (same climatic condition and 

different land cover type, Ramier et al., 2009) in the mid-latitude region can give more 

information on effects of land surface heterogeneity on sensible versus latent heat fluxes.  

Surface energy flux parametrization and formulation differences between the NOAH land surface 

model (land component of NARR) and CLM discussed in this paper indicates room for further 

improvement in CLM (how to capture bimodal seasonal cycle of sensible heat flux, 

underestimation of ET in the eastern domain). Basin scale energy and water balance study as well 

as the Budyko approach show overestimation of ET in NARR.  

NARR data show significantly lower (62%) total runoff in MRB. This finding is consistent with 

other studies related to hydrologic validation of reanalysis data (Hagemann et al., 2005; Lucarini 

et al., 2007), as well as the WEBS study. Assimilation of observed runoff data may address this 

issue in future reanalysis projects. CLM has relatively improved runoff output that is comparable 

to a mesoscale hydrologic model runoff output (VIC in this study).  

This study is constrained by the limited number of models (CLM and NARR) and only one study 

region (MRB). Similar studies incorporating other models as well as other study areas will help to 

bring more confidence in the global climate model simulation results, which can then be used for 

regional scale water resources planning and management.  

  



87 
 

3.7 Summary 
 
 
The North American Regional Reanalysis (NARR) and Community Land Model (CLM, version 

3.5) outputs are analyzed to characterize the surface water and energy budgets in the Mississippi 

River Basin (MRB). NARR and CLM performance are evaluated with reference to energy flux 

observations from 16 AmeriFlux sites in MRB. The issue of point scale observations versus 

climate model grid cell outputs is addressed by analyzing the spatial variability in long term 

monthly precipitation and temperature observations from 71 United States Historical Climatology 

Network stations in Indiana and Illinois. The model outputs are also evaluated for their ability to 

capture spatial and temporal variability in total runoff. Compared to average values at  11 

AmeriFlux sites in MRB, NARR show higher biases (compared to CLM) in incoming solar 

radiation (24%), sensible heat flux (27%), and latent heat flux (59%); whereas, CLM show 

smaller biases (compared to NARR) in incoming solar radiation (0.5%), sensible heat flux (-2%), 

and latent heat flux (11%). Seasonal cycle of observed sensible heat flux in the crop region show 

two peaks (bimodal pattern), which is captured by NARR, but CLM does not show any bimodal 

pattern. Based on 25 years (1980 – 2004) monthly climatology in MRB, NARR has 11% energy 

balance closing error (latent + sensible + ground heat flux = 1.11 net radiation) and 12% water 

balance closing error (evapotranspiration + runoff = 1.12 precipitation); whereas CLM does not 

have water and energy balance closing errors, primarily due to model design. In comparison to 

the observed mean annual runoff of 237 mm/yr based on 1988-1999 data in MRB, NARR and 

CLM mean annual runoff values are 89 mm/year and 281 mm/year, respectively. Overall, CLM 

provides relatively better characterization of surface water and energy fluxes in the MRB 

compared to NARR. 
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CHAPTER4. LAND COVER CHANGE IN THE UNITED STATES 
 
 
 

4.1 Introduction 
 
 
Land-cover change is an important phenomenon that has occurred globally over the past several 

centuries. Between 1700 and 2000, the global extent of natural vegetation has decreased by 45%, 

and agricultural land area has increased by 500% (Pongratz et al., 2008, Scanlon et al., 2007). 

Land-cover change has several important implications including: (i) changes in global and 

regional climate (Bonan, 1997, 1999; Brovkin et al, 2004; Kumar et al., 2010; Lawrence and 

Chase, 2010; Matthews et al., 2004; Pielke et al., 2002; Pielke and Niyogi, 2010); (ii) changes in 

the hydrologic cycle through evapotranspiration, runoff, and irrigation (Baldock et al., 2000; 

Gordon et al., 2005; Yang et al., 2010; Zhang and Schilling, 2006); (iii) acceleration of the 

biogeochemistry (Gruber and Galloway, 2008; Basu et al., 2010); and (iv) fragmentation and/or 

loss of habitats (Carlisle et al., 2010). While a number of studies have documented historical 

land-cover change (Goldewijk and Drecht, 2006; Pongratz et al., 2008; Ramankutty and Foley 

1999), the underlying governing mechanisms of land-cover change has not been explored in 

sufficient detail. For example, how the contribution of different driving forces (e.g. socio-

economic versus biophysical drivers) have changed through time remains to be investigated. 

The environmental change history of the United States is relatively new (1600 to present) and 

well documented. For example, high resolution (county level) population data since 1790 are 

available, and   agricultural data since 1850 are available (Pastore et al., 2010; Waisanen and 

Bliss, 2002; Whiteny, 1994; Williams, 1989). A large geographic area of the conterminous 

United States (8.08 million km2) with variable topography and climate (84 level-III ecoregions; 

Omernik, 1987), and settlement history during the 19th and 20th century offer an opportunity to 

explore contributions of land-cover change drivers in the United States. Based on the knowledge 

of the agricultural history of the United States (Fig. 4.1, and for details see Section 4.2), this study 

attempts to relate the historical spatial and temporal changes in cropland cover from 1850 to 2000 

to socio-economic and biophysical drivers. More simply, we have attempted to answer the 
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question – why do we see what we see (Fig. 4.1)? Understanding contributions of land-cover 

change drivers will be helpful for the modeling of future land-cover change scenarios. 

Studies related to the global historical distribution of cropland (1700 to present) are mainly based 

on coarse-resolution crop-inventory data (national/sub-national scale, Ramankutty and Foley, 

1999), and population density as the primary driver for cropland distribution (Historical Database 

for the Global Environment [HYDE3], Goldewijk and Drecht, 2006). HYDE3 study found the 

population density to be an unsuitable proxy for cropland distribution during the 20th century. 

Unlike these coarse-resolution global-scale studies, the USGS (United States Geological Survey) 

Land Cover Trends Project is very high resolution and data intensive (based on 10 km x 10 km 

random samples in each ecoregion, and change detection from Landsat images; Loveland et al., 

1999). However, the Trends project provides information from 1973 – 2000 only, thus making it 

inadequate to answer the question posed in this study.  

The specific objectives of this study, which is primarily designed on the reverse engineering 

concept (object to theory), are to: (i) quantify the contribution of  drivers for cropland spatial 

distribution in the conterminous United States from 1850 to 2000; (ii) study cropland trajectory 

and its variations among ecoregions by fitting a hybrid analytical function to normalized cropland 

% (NCP, see Eq.4.1) in each ecoregion; and  (iii) study the effect of inter-annual, and inter-

decadal climate variability (precipitation) on the cropland trajectory. 
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Fig. 4.1: Cropland distribution in 1850, 1900, 1950, and 2000. 
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4.2 Data and Methods 
 
 
Data used in the study are listed in Table 4.1. All data are re-gridded to a common resolution of 

0.5O (approximately 50 km) to match with county resolution (approximately 42 km). A GIS 

(Geographic Information System) program is developed to re-grid county based population 

density and cropland percentage data (1850 to 2000 per decade). Population and cropland 

estimates are taken from the United States census data (http://www.nhgis.org; Waisanen and 

Bliss, 2002). High resolution (1-km) elevation, slope, and topographic index data are re-gridded 

using the local area averaging function (area_hi2lores) in NCL (NCAR [National Center for 

Atmospheric Research] Command Language). Dryness index (DI) is an indicator of water 

potential (water rich versus water poor regions), and is calculated as the ratio of annual 

evaporative power (net radiation divided by latent heat of vaporization) to precipitation (e.g., DI 

< 1 means humid region, and DI > 1 means semi-dry to dry region). Annual temperature and 

precipitation data are based on high resolution (4-km) PRISM climate data (1950 to 2000 

average). The biophysical suitability index for cultivation (SUIT) is a function of growing degree 

days, moisture index, soil carbon content, and pH (Ramankutty et al., 2002). The selection of 

land-cover change drivers is based on the past literature (see Table 3 in Sohl et al., 2007) and 

availability of spatial data for the conterminous United States. 

An ecoregion denotes a relatively homogeneous area in terms of soil, topography, climate, 

vegetation and hydrology. Ecoregions are designated as the spatial framework for environmental 

resource management by the U.S. Environmental Protection Agency (EPA), and this framework 

has been used in a number of land-cover change studies (e.g. Brown et al. 2005; Loveland et al., 

1999; Sohl et al., 2010). There are 84 Level-III ecoregions in the conterminous United States, and 

ecoregion delineation is obtained from EPA 

(http://www.epa.gov/wed/pages/ecoregions/level_iii_iv.htm; Omernik, 1987). Half-degree 

resolution data is clipped to the ecoregion boundaries and ecoregion average values of all 

variables are obtained using the local area averaging method. Fig. 4.1 shows ecoregion average 

%cropland data for 1850, 1900, 1950, and 2000. Ecoregion average values for driver variables are 

shown in Appendix-A. 
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Table 4.1: List of dataset used in the study. 

Sl. 
No. 

Dataset Source  Original 
Resolution 

Regridding 
Method 

Final 
Resolution 

1 Population Density (PD) a NHGISb County        
(~ 42 km) h 

area 
weighted 
average 

0.5 degree 
(~50 km) 

2 Cropland % (CP) a WB2002c 

3 Elevation (ELEV) 

HYDRO1Kd 1 km 
local area 
averaging 

4 Slope (SL) 

5 Topographic Index (TI) 

6 Dryness Index (DI) 
PRISMe 4 km 

7 Annual Temperature (AT) 

8 Crop Suitability Index 
(SUIT) RM2002f 0.5 degree (~50 km) 

9 Water and Wetland % 
(WP) NLCD2001g 30 m Local area 

sum 10 Urban land % (UP)  

a- PD and CP estimates are from 1850 to 2000 per decade; b - National Historical Geographic 
Information System; c - Waisanen and Bliss, 2002; d - USGS topographic datasets derived from 
30 arc-second (~ 1 km) digital elevation model; e - Parameter-elevation Regressions on 
Independent Slopes Model; f - Ramankutty et al., 2002; g - National Land Cover Dataset 2001; h 
- County resolution (~42 km) is based on average county area (1766 km2) of the conterminous 
United States. 
 
 
A multiple linear regression model with stepwise selection method (entry and stay significance 

level = 0.10) is used to determine major drivers explaining variance in the spatial distribution of 

%cropland for each decade from 1850-2000. In the stepwise selection method, variables already 

in the model do not necessarily stay in the model. To get a more meaningful result, only 

ecoregions having average population density of greater than one person/km2 are included in the 

stepwise regression analysis1. Power transformation (Box & Cox transformation) is used to bring 

non-normally distributed variables into a normal distribution. Only one in a pair of independent 

variables having higher correlation (correlation coefficient > 0.7) is included in stepwise 

regression, and model residuals are checked for normality using a quantile-quantile plot.  

                                                 
1
 This threshold is 10 times threshold used in HYDE3 model for cropland distribution because for HYDE3 

model simulation time period is 1700 to 1900, whereas in this study major focus is from 1850 to 2000. We 
also recognize that this threshold is an arbitrary number.    
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To describe the cropland trajectory (time series) from 1850 to 2000 a hybrid analytical function 

(gamma + beta) is fitted to the normalized %cropland (Eq. 4.1) for each ecoregion.     

100*
)max(

,
,

i

yi
yi CP

CP
NCP =       (4.1) 

)()()( xxxF β+Γ=        (4.2) 

where NCPi,y is the normalized %cropland for year y (1850 to 2000 per decade) in ecoregion i, 

CPi,y is the %cropland for year y in ecoregion i, and max(CPi) is the maximum cropland 

percentage in ecoregion i between year 1850 and 2000 (CPmax). First a gamma function is fitted to 

NCP, then beta function is fitted to absolute value of residual (NCP (x) – Γ(x)). Gamma and beta 

function parameters (α and δ for gamma function, and λ and ω for beta function) are optimized by 

minimizing the sum of squares residuals ([NCP(x)-{F(x)}] ^2). Here, x is decade number (1 to 16) 

for 1850 to 2000. Goodness of fit is evaluated in terms of Nash-Sutcliffe Efficiency coefficient 

(NSE). Model formulation details are given in Appendix-B.   

Inter-decadal change in %cropland (CPCi,y = CPi,y – CPi, y-10) during the 20th century  is analyzed 

against inter-decadal and inter-annual precipitation variability using correlation analysis. Inter-

annual precipitation variability is quantified as number of years in a decade having mean 

standardized departure (absolute values) greater than average mean standardized departure for the 

20th century using PRISM data.  

 
 
 

4.3 Results 
 
 
The contributions of different drivers of land-cover change in explaining variance in cropland 

spatial distribution (partial R2) are shown in Fig. 4.2. More than 80 percent (average: 87%) 

variance is explained during the second half of the 19th century, and more than 70% (average: 

76%) variance is explained during the 20th century. Population density was the major driver 

during the 19th century, but its contribution has decreased during the last decades of the 19th 

century and early half of the 20th century. In the recent decades (1970 to 2000), population 

density does not explain any variance in cropland spatial distribution. Biophysical suitability for 

cultivation (SUIT) has shown increasing influence during the 20th century, and has become a 
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major driver since 1920. The contribution of biophysical suitability has remained major and 

steady (~60%) in the recent decades. Other minor variables explaining variance in recent decades 

are elevation (~10%), and annual temperature (4%). Regression coefficient sign (+ / -) shown in 

Fig. 4.2 are the same for all decades. Further details are given in Appendix-C. 

The time series data of %cropland, %urban land, and population density, shown in Fig. 4.2, are 

average values for the conterminous United States. The %urban land is based on an urban-model 

for which population density is found an adequate driver (R2: 0.77; urban-model details are given 

in Appendix-D). From 1850 to 2000, the population density has increased twelve fold from 2.9 to 

34.4 persons/km2, and % urban land has increased three fold from 1.1% to 3.4%.  The %cropland 

reached its peak (28%) in 1940, and shows a steady decline since then to reach 22% in 2000.  

 
 
Fig. 4.2: Crop percentage variance explained by socio-economic (PD) and biophysical (SUIT, 

ELEV, AT, TI, WP, and DI) factors in the conterminous United States. Time series 
(conterminous USA average) of crop percentage, population density, and urban 
percentage are also shown. 
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Fig. 4.3 shows NCP time series and fitted hybrid analytical function [F(x)] for two example 

ecoregions (Eco58, and Eco54). These two ecoregions are representative of two major cropland 

trajectory observed in the data: (1) cropland has continually declined after reaching its peak (e.g. 

ecoregions in the New England region), referred to as ‘declining cropland trajectory’ in the 

remaining text, and (ii) cropland has stabilized after reaching its peak although at slightly smaller 

level (e.g. ecoregions in the Corn Belt), referred to as ‘stabilized cropland trajectory’ in the 

remaining text.  

The hybrid function adequately describes the NCP time series for all ecoregions (average NSE: 

0.94).  The beta function is the secondary function in the hybrid function, and it describes 

approximately 19% of total area under the curve. If beta function parameters λ/ω < 1 then the beta 

function compensates for the gamma function residual in the first half of NCP time series (Fig. 

4.3 (a)). If λ/ω > 1 then the beta function compensates for the gamma function residual in the 

second half of NCP time series [Fig. 4.3 (b)]. The scale parameter (δ) of the gamma function is 

negatively correlated with peak crop percentage year [year (CPmax), correlation coefficient:  -0.54, 

see Appendix-E]. Higher values of the shape parameter (α) of the gamma function indicate lag 

start [d(NCP)/dt = 0 for initial decades] in the NCP time series. A ratio of beta function area to 

gamma function area from 1940 to 2000 [ArB2G(1940-2000)] indicates compensating effect of beta 

function over falling limb of gamma function during later half of 20th century.  Year (CPmax) 

refers to the peak crop percentage year in the data. A table comprising of gamma and beta 

function parameters, NSE, CPmax, year (CPmax), ArB2G(1940-2000), and SUIT for all ecoregions are 

given in Appendix-E. 

(a) Ecoregion 58 [NSE: 0.98, gamma(α: 1.79, 
δ: 4.07), beta(λ: 1.16, ω: 6.14), beta 
function area/total area: 0.10, CPmax: 36% 
(1880), SUIT: 0.27] 

(b) Ecoregion 54 [NSE = 0.97, 
gamma(α=2.46, δ=4.25), beta(λ=6.11, 
ω=1.46), beta function area/total area: 
0.18, CPmax=83% (1910), SUIT=0.90] 

 
Fig. 4.3: Normalized %cropland time series in ecoregion 58, and 54. 

0

20

40

60

80

100

1 3 5 7 9 11 13 15

C
P

N

Decade (1850 to 2000)

Observation

Gamma Function

Beta function

Gamma + Beta

0

20

40

60

80

100

1 3 5 7 9 11 13 15

C
P

N

Decade (1850 to 2000)

N
C

P
 

N
C

P
 



96 
 

Fig. 4.4(a) shows USA major crop ecoregions (historical) that have CPmax > 30% (a total 40 

ecoregions). Major crop ecoregions are mostly located in the eastern and central part, and cover 

49% of the conterminous United States area. CPmax is positively correlated with SUIT index 

(correlation coefficient: 0.51, also see SP5) in the major Crop region. Out of 40 ecoregions, 28 

ecoregions have SUIT > 0.50 (Group A), and the remaining 12 ecoregions have SUIT < 0.50 

(Group B). In Group A, 93% ecoregions (26 out of 28) show ‘stabilized cropland trajectory’ 

(average λ/ω: 5.4, average ArB2G(1940-2000): 0.35); and in Group B, 75% ecoregions (9 out of 12) 

show ‘declining cropland trajectory’ (average λ/ω: 0.31, average ArB2G(1940-2000): 0.05). Hence, it 

can be argued that if a region is biophysically suitable for agricultural activity (SUIT > 0.5), then 

it is more likely that the agricultural activity have been/will be sustained in the region [e.g. Fig. 

4.3(b)]. On the other hand, ecoregions where agricultural activity had developed under the 

influence of population in early decades , even if these regions were not biophysically suitable for 

agriculture (SUIT < 0.5), have shown continual decline in the cropland % [e.g. Fig. 4.3(a)]. 

Out of 40 major crop ecoregions (historical), 17 ecoregions are selected for the analysis of 

agricultural expansion phase (rising limb). In these 17 ecoregions, the hybrid function curve 

describe rising limb from minimum 30% to maximum 100%. The number of decades taken to go 

from 30% to its maximum value by the hybrid function curve is termed as the Major Rising 

Decades (MRD). The minimum cutoff of 30% ensures that: (1) the ecoregion is not developed at 

the beginning of observation period, and (2) for ecoregions where development started in 20th 

century a warm up/ lag period (time required to reach 0 to 30%) is taken out of the analysis. For 

ecoregions that reached their peak in 1950 or earlier (13 out of 17), the expansion phase is found 

similar (average MRD = 5.2) with a time lag. For ecoregions that reached their peak in the latter 

half of 20th century slower expansion phase (average MRD = 9.2) is found. A comparison of 

Eco55 frontier behavior (MRD = 5) with Eco42 (MRD = 6), and Eco73 (MRD = 11) is shown in 

Fig. 4.5 (also see Table AE.2). Further data are needed to support this finding because there are 

only 4 major crop ecoregions in the conterminous United States that reached their peak during 

latter half of the 20th century. 
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(a) 

 

 

(b)  
 

Fig. 4.4: (a) USA major crop regions (historical, CPmax > 30%) (b) USA minor crop region 
(CPmax < 10%) 
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(a)  (b) 
[Eco55: (year (CPmax): 1910, CPmax: 78%, SUIT: 0.92), NSE: 0.90, gamma(α: 2.37, δ: 4.26), 
beta(λ: 4.62, ω: 1.20); Eco 42: year (CPmax): 1970, CPmax: 45%, SUIT: 0.83; NSE: 0.98, 
gamma(α: 8.84, δ: 1.40), beta(λ: 5.05, ω: 0.87); Eco 73: year (CPmax): 1980, CPmax: 49%, SUIT: 
0.81, NSE: 0.96, gamma(α: 5.23, δ: 2.90), beta(λ: 1.29, ω: 0.71)] 

 
Fig. 4.5: Comparison of Eco55 expansion phase with Eco 42, and Eco73 

 
 
Twenty three ecoregions have CPmax < 10% (area average CPmax: 5%) and all these ecoregions 

have shown a ‘stabilized cropland trajectory’ (average λ/ω: 7.0, and average ArB2G(1940-2000): 

0.28), although these regions are not biophysically suitable for agriculture (area average SUIT: 

0.33). These ecoregions are located in the western United States and cover 30% of the 

conterminous United States area (Fig. 4(b)). Hence it can be concluded that very low intensity 

crop activity (CPmax < 10%) has been sustained despite low biophysical suitability of the region. 

The remaining 20 ecoregions (20.4 % of the conterminous United States area, and area average 

SUIT index: 0.54) have 20% < CPmax < 10%. Only 3 of these 20 ecoregions have shown 

‘declining cropland trajectory’ (Eco 68, 69, and 82, all located in the eastern United States, see 

Fig. E.3). 

Negative correlation is found between the inter-decadal change in cropland percentage (CPC) and 

decadal average precipitation in major crop regions (Group A ecoregions, 28 ecoregions, average 

correlation coefficient: -0.25). Seven out of these 28 ecoregions show correlation coefficients less 

than -0.50 (average:-0.59; Eco34, Eco37, Eco48, Eco51, Eco53, Eco55, and Eco73). Decadal 

average precipitation and CPC for Eco55 are shown in Fig. 4.6. Weaker negative correlation 

(average: -0.13) is found between CPC and inter-annual precipitation variability.  
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Fig. 4.6: Inter-decadal change in crop percentage (CPC) and decadal average precipitation in 

Eco55. 
 
 
 

4.4 Discussion and Conclusion 
 
 
A quantitative analysis of land-cover change trajectory and its driving forces is presented in this 

study. The spatial distribution of cropland was governed by population distribution during the 19th 

century, and biophysical suitability during the 20th century. This finding is consistent with 

theoretical understanding in the literature; e.g., theory of increasing agricultural adjustment to 

land quality (Mather and Needle, 1998), and economic development pathway (farming on low 

suitability land is not economical, and alternative non-farm jobs are present; Rudel et al., 2005). 

Results of this study have important inferences for USA’s near future (2010-2050) landscape 

including: (1) continued intensification of agricultural activity in biophysically suitable major 

crop regions (e.g. Corn Belt, Central Plains, Mississippi Valley, and Northern Glaciated Plains); 

i.e., these regions are not showing sharp decline in cropland as evidenced in the New England 

region (Foster and Aber, 2004); (2) Despite low biophysical suitability and water constraints, low 

intensity crop activity (CPmax < 10%) is maintained in the western United States. Human 

intervention in the form of irrigation projects has supported low intensity crop activity in the 

western United States2. 

                                                 
2 (a) Of the total water consumptively used for irrigation in the United States, 86% was used in the western 
United States (west of 100o meridian line) in 1995. (b) Average reservoir capacity in the western United 
States is approximately 1.5 times the mean annual flow in major western rivers. For Colorado River 
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The cropland trajectory presented in the study has followed the three general phases of LULC 

change trajectory unidirectionally. These three phases are: (1) frontier [NCP: 0-30], (2) 

agricultural expansion [NCP: 30-100], (3) agricultural intensification [NCP: after 100] 

accompanied by industrialization and urbanization (Mustard et al., 2004). The frontier phase was 

driven by exogenous factors such as influx of European settlers in New England region and their 

westward progression (Williams, 1989), and/or political motive to integrate/secure/control new 

territory (Lambin et al., 2001). The expansion phase is a major natural resource extraction phase 

by growing population with a perception of unlimited resource availability. However, the 

expansion phase has been capped by ecoregions biophysical suitability as evident in: (1) positive 

correlation between CPmax and SUIT in major crop region, (2) %cropland in ecoregions of 

western United States [Fig. 4.4(b)] did not exceed 10%, and cropland trajectory has stabilized.  

The intensification phase is driven by both endogenous factors such as biophysical suitability 

(agricultural adjustment to land quality), as well as exogenous factors such as technological 

development. What would have been the landscape in the United States without technological 

development? We do not know. But we do know that the intensification phase has been greatly 

supported by technological development such as chemical fertilizer and mechanization in 

agriculture3, and better transport infrastructure in the post World War II period (Dimitri et al., 

2005; Howarth et al., 2002). Between 1948 and 2005, agricultural production has increased 2.66 

times without increase in agricultural area (Fuglie et al., 2007). The technological innovations 

also explain the longer/stretched agricultural expansion (MRD > 5) for the ecoregions in which 

the peak was reached in the latter half of the 20th century. 

The government interventions in the form of price support and supply controls, as well as 

concerns about adverse ecological impacts from intensive, large-scale farming (e.g., coastal 

hypoxia, and stream habitat impairment) have also played a minor role in determining cropland 

trajectory (Dimitri et al., 2005). For example, the total area retired under the Conservation 

Reserve Programs is 10% of total planted area in 2010 (Cowan, 2010, USDA 2010). However, 

total area retired in the CRP is approximately 3 times the natural variability (1- standard 

                                                                                                                                                 
reservoir capacity is 5.5 times the mean annual flow. (c) Declining water levels in all major aquifers in the 
western United States [Anderson, and Woosley, 2005]. 
3Fertilizer input has increased 4 fold from 1961 and 1999 (Howarth et al., 2002), labor input has decreased 
from 16% of total labor force in 1945 to 1.9% of total labor force in 2000, average farm size has increased 
from 150 acres (approx.) in 1940 to 450 acres (approx.) in 2000, and mechanization has increased e.g. 2.4 
million tractors in 1945 to 4.7 million tractors in 1960, during the same time number of mules and horses 
used in the farm work has decreased from 11.6 million to 3 million (Dimitri et al., 2005).  
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deviation) found in the cropland data (1982-2010; Fig. 4.7). In the CRP, which was started in 

1985, government pays farmers for keeping the environmentally sensitive land idle or planting 

cover crops for environmental protection purpose (e.g. erosion control).  

This study has presented a foundational work for designing a dynamic (contribution of drivers to 

change with time) land-cover change (cropland) model for the United States. In some cases, 

contribution of individual drivers (e.g., dryness index) may not be important, but when they are 

combined with other driver variables, it can show significant contribution (e.g., SUIT).  Future 

work should include: (1) refinement in SUIT data by incorporating detailed topography and soil 

data, and effects of irrigation (Ramankutty et al., 2002), (2) consideration of feedback between 

climate change and biophysical suitability, (3) issue of spatial scale – how to downscale results 

from ecoregion to county-scale or other appropriate management-scales, and vice-versa, and (4) 

interaction among eco-regions.  

 
 

Fig. 4.7: Planted principle crop area in USA from 1982 to 2010 (secondary vertical axis). 
Interannual climate variability is shown by precipitation mean standardized departure 
(MSD) for the Midwestern United States (Eco 39-40, 46-49, 51-57, and 71-72). Solid 
line shows 2 years moving average. Arrow on the curve indicates year 1985 when CRP 
was implemented.The Midwestern United States has 41% of total cropland in the 
United States in 2000. 
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4.5 Summary 
 
 
Land Use Land Cover (LULC) change is an important anthropogenic-driven phenomenon that 

has occurred globally over the past several centuries. However, the biophysical and 

socioeconomic factors contributing towards LULC change over long time periods (decade to 

century) remain poorly investigated. This study has attempted to relate the historical spatial and 

temporal (1850-2000) changes in cropland cover in the conterminous United States to several 

socioeconomic and biophysical drivers using ecoregion based spatial framework. County level 

cropland and population data, and high resolution topography, climate, and biophysical suitability 

data are used in the study. The cropland trajectory from 1850 to 2000 for each ecoregion is 

analyzed using a hybrid analytical function. The spatial distribution of cropland was governed by 

population distribution during 19th century and biophysical suitability during 20th century. The 

cropland trajectories show that the United States is in agricultural intensification phase in post 

world war II period; the agricultural area is increasingly adjusted to the region of high biophysical 

suitability (for cropland). Low biophysically suitable ecoregions in the Eastern United States have 

shown continual decline in cropland. The cropland trajectories in high biophysically suitable 

region, such as Corn Belt, Central Great Plains, lower Mississippi Valley, and Northern Glaciated 

Plains have been stabilized. Low intensity cropland cover (< 10%) is sustained in the Western 

United States despite low biophysical suitability of the region. The agricultural intensification 

phase is expected to continue in the near future (2010-2050) landscape of the United States. 
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CHAPTER 5: SYNTHESIS 
 
 
 

5.1 Hydroclimatology 
 
 

Hydroclimatology is an emerging science at the interface of hydrology and climatology 

(atmospheric science).  Hydroclimatology emphasizes the role of the climate system in spatial 

and temporal variations of precipitation minus evapotranspiration difference, and the 

consequences of this imbalance on a broad range of natural processes including water quantity, 

quality, and biodiversity (Hirschboeck, 2009; Shelton, 2009, p. 6-8).  Roads et al. (2003) has 

articulated that “meteorologist and hydrologists had to come together to develop a better 

understanding of the coupled land atmosphere system at a scale much larger than typically 

studied by  hydrologists and at a scale much smaller than traditionally studied by 

meteorologists”. The study presented in this dissertation fits into the broader framework of 

hydroclimatology. 

Hydroclimatology utilizes data from the climate system (e.g. temperature, pressure, and 

humidity) and the terrestrial hydrologic processes (e.g. precipitation, runoff, and soil-moisture) to 

understand local and regional scale hydroclimatic events (e.g. floods) in the context of large scale 

atmospheric patterns (Hirschboeck, 1988, 1991; Shelton, 2009, p. 305-343).  The 

hydroclimatology framework is also useful for the examination of human modification to the 

climate system and the hydrologic cycle (Shelton, 2009, p. 6-8).  This study has added some new 

dimensions to the hydroclimatology framework by: (1) using a coupled climate model to study 

the long term hydroclimatic changes at regional scale; and (2) seamlessly utilizing historical 

census data and present day satellite data to study the long term LULC change and its impact on 

regional hydroclimatology. 

Hydrologists have traditionally used outputs from global climate models to study the effects of 

climate change on water resources (Abbaspour et al., 2009; Milly et al., 2005; Vorosmarty et al., 

2000). The importance of LULC change forcing in the regional and global climate system 
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(Bonan, 1997, 1999; Pielke et al. 2002; Pielke and Niyogi 2010) has moved the boundary from 

the climate being an external forcing to the climate being an interactive component of the 

hydrologic landscape. Hence, a coupled land-atmosphere modeling system is needed to assess 

long term hydroclimatic changes. However, performing coupled climate modeling experiment has 

rarely been done under the realm of hydrology. 

High performance computing infrastructure is needed to perform coupled climate modeling 

experiments. Although community based supercomputing infrastructure such as TeraGrid has 

become available in recent years (Basumallik et al., 2007), its use for hydroclimatic studies has 

remained minimal. In my opinion, two factors contributing to this are: (1) lack of formal graduate 

training program, such as specially designed course work and/or workshop, and (2) disciplinary 

resistance, such as going beyond the traditional approach of rainfall-runoff modeling among 

hydrologists. 

 
 
 

5.2 LULC Change versus Climate Change 
 
 

One important finding presented in Chapter 2 is that the effect of climate change and LULC 

change can show differently in different seasons. While the climate change has resulted in 

statistically significant warming in the winter, the wetland drainage has resulted in statistically 

significant warming in the summer. The regional warming in the summer due to reduced 

evapotranspiration/latent heat flux is also supported by Lawrence and Chase (2010). This finding 

is important because IPCC-AR4 has only considered radiative cooling effect of LULC change 

due to increased surface albedo (Fig. 2.4 in IPCC-AR4 Synthesis Report). Further analysis of the 

effects of LULC change and the climate change at regional scale can add details to the regional 

climate change projections. 

 
 
 

5.3 Global versus Regional Climate Model 
 
 

Regional climate models have advantage of higher resolution (~ 50 km) over global climate 

models (~ 140 km). Regional climate model simulations results are limited by the lateral 

boundary condition taken from a coarse resolution reanalysis/global climate model outputs (Liang 
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et al., 2004; Zhu et al., 2009). The approach used in this study that involves the use of a global 

climate model for regional scale hydroclimatic change study needs further investigation. 

Specifically, the advantage of dynamical consistency in a global climate modeling experiment 

(large scale atmospheric circulation sees the LULC change) over a regional climate modeling 

experiment (given lateral boundary condition which does not see LULC change; e.g. 

Diffenbaugh, 2009) needs to be ascertained. It is also worth mentioning that global climate model 

resolution has increased in recent years, for example CCSM4 run is being performed at 50 km 

resolution.  

 
 
 

5.4 Reanalysis Evaluation 
 
 

The reanalysis evaluation presented in this study was confined to the surface water and energy 

budget terms. Similar evaluation study incorporating atmospheric water and energy budget terms 

should be conducted. A basin scale approach and Budyko curve provided useful tools for the 

reanalysis and climate model evaluations. The AmeriFlux observations were also found useful for 

model evaluations. As many new reanalysis projects, such as MEERA (Bosilovich, 2008), and 

CFSR (Saha et al., 2010) have become available in recent years, evaluation tools developed in 

this study can be useful.  

Many studies including this study have found limitations in reanalysis hydrologic outputs 

(Hagemann et al., 2005; Lucarini et al., 2007). While the major focus in reanalysis projects 

involve the assimilation of atmospheric observations, the assimilation of surface observation has 

received less attention. Future reanalysis projects may consider the assimilation of surface 

observations, more particularly runoff observations/offline model outputs, because runoff will 

also constrain ET output from a reanalysis model. 

The issue of point scale AmeriFlux observations versus climate model grid cell outputs was much 

debated during the study. This study presented some results related to this issue using long term 

precipitation and temperature observation from a relatively flat terrain region (Indiana and 

Illinois). Similar study from a mountainous region can shed more light on this issue. This study 

also found that the comparison of point scale observation with climate model grid cell outputs can 

also depend upon the variable of interest, such as latent heat flux versus sensible heat flux. 

Further investigation on this issue will need a suitably designed field experiment with gridded 
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network of tower flux sites, and consideration of a moisture advection component among the 

adjacent grid cells/soil column in the land surface modeling. 

 
 
 

5.5 LULC Change Modeling 
 
 

LULC change modeling work presented in the study (Chapter 4) shows regional and temporal 

variations in the LULC change trajectory driven by the biophysical and socioeconomic factors. 

As LULC change modeling continue to evolve (MNP, 2006), historical LULC change trajectory 

can be a valuable input for future projections. For example, if an ecoregion is showing long term 

historical declining cropland trajectory, it is less likely that this ecoregion will show an increase 

in cropland in the near future. Similarly, increasing cropland trajectory has been capped to a 

particular maximum value, mainly determined by biophysical constraints, and then cropland 

trajectory either stabilizes or starts declining. The long term persistence behavior in the LULC 

change trajectory should be explored further. 

Lambin and Mayfroidt (2010) suggested two theoretical pathways of land use transition: (1) 

negative socio-ecological feedback that arises due to endogenous factors such as severely 

declined natural ecosystem services, and (2) socio-economic dynamics that arise due to 

exogenous factors such as technological innovation and economic modernization. This study 

suggests that the cropland trajectory is driven by socio-economic dynamics (stabilized or 

declining cropland trajectory in post world war II period) within the bound of biophysical 

constraints (increasing agricultural adjustment to land quality), at least in the latter half of 20th 

century. This study can be useful to other parts of the world in terms of: (1) maximum cropland 

for a given biophysical suitability factor, (2) duration and magnitude of the expansion phase, and 

(3) declining versus stabilized trajectory depending upon the biophysical suitability of an 

ecoregion.  
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Appendix A 
 
 
 

Biophysical drivers of Land Cover Change 
 
 

 

 
(a) Elevation (meter)  

 

 
(b) Slope (%)  

 

 

(c) Topographic index  
 



123 
 

 

(d) Dryness index 
 

 

 

 
(e) Annual temperature (OC) 

 
 

 

 
(f) Crop suitability index  

 



124 
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Fig. A.1: Biophysical drivers of land-cover change 
 

 
 

Urban Cover Model Results 
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Population density for 1850, 1900, 1950, and 2000 
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Fig. A.3: Ecoregion average population density (person/km2) for 1850, 1900, 1950, and 2000 
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Appendix B 
 
 
 

Gamma and Beta Functions for Cropland Trajectory 
 
 

First a gamma probability distribution (Eq. B.1) is fitted to NCP time series for each ecoregion, 

considering NCP as frequency and decade (1 to 16 for 1850 to 2000) as bin value, and then a beta 

probability distribution function (Eq. B.2) is fitted to absolute value of residuals (|NCP(x) – 

Γ(x)|).  
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Where )(xΓ and )(xβ are gamma and beta probability distribution function, respectively, x is the 

decade number (1 to 16 for 1850 to 2000), ϴ (= 0) is a threshold parameter, h (=1) is the width of 

histogram interval, ν is the vertical scaling factor (ν1 = sum of NCP, ν2 = sum of absolute value of 

residual between NCP and )(xΓ ), σ (= 17) is a scale parameter in beta function, and it is kept 

constant for all ecoregions. Parameters α (a shape parameter) and δ (a scale parameter) for 

gamma function, and λ (a shape parameter) and ω (another shape parameter) for beta functions 

are first determined in SAS using the NCP time series for the ecoregion, then these parameters 

are optimized for minimum sum of square residual between observation (NCP) and (gamma + 

beta) function values using excel solver tool. Goodness of fit is determined using Nash-Sutcliffe 

Efficiency coefficient (NSE, Eq. B.4). 
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Appendix C 
 
 
 

Multiple linear regression model results details 
 
 

Independent variables in the analysis are: PD, ELEV, TI, DI, AT, SUIT, WP and dependent 

variables is CP. SL and UP are not included in the analysis because: (1) SL is highly correlated 

with TI (correlation coefficient = 0.84), and (2) UP is highly correlated with PD (population 

density based model output). Fig. C.1 show temporal evolution number of ecoregion included in 

the analysis and corresponding fractional area of the conterminous United States. Except for TI, 

all other variables were not normally distributed. Power transformation was successful in 

bringing most variables (PD, WT, ELEV, DI, and AT) into normal distribution, confirmed by 

Shapiro-Wilk test and quantile-quantile plot. In all decades SUIT, and for some decades (1900, 

1910, 1920, 1940) CP did not come into normal distribution. However, power transformation did 

bring SUIT and CP closer to normal. Power transformation is performed for each decade and 

each variable separately, because of increasing number of ecoregion included in the analysis. 

Model residuals for all decades are found normally distributed.  

Effect of population threshold and power transformation of the major finding of this study (Fig. 

4.2) is analyzed by performing similar analysis including all 84 ecoregions starting from 1850, 

and all non transformed variables. Major finding were similar as discussed in the main text (not 

shown). 
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Fig. C.1: Number of ecoregions having population density greater than 1 person/km2 
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Appendix D 
 
 
 

Urban Cover Model 
 
 

NLCD 2001 Urban Cover data (30 m resolution) is regrided to 0.5O resolution (Fig. D.1). A 

regression tree (recursive partition) model is developed for %urban cover based on population 

density as independent variable. The best fit regression tree model (Fig. D.2) is obtained 

corresponding to minimum deviance in the data (Fig. D.3). The regression tree model is a step 

model for %urban cover (Fig. D.4). A continuous %urban cover model is obtained by joining 

midpoint of each interval (Fig. D.4), and this model is used for this study (Eq. D.1).  
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906.38  for x + 74 = y

906.38 <  x 598.03for  + 0.27 +  x* 0.0681 = y

598.03 <  x 361.86for  + 6.81 +  x* 0.0572 = y

361.86 <  x 212.04for  + 4.55 +  x* 0.0634 = y

212.04 <  x 93.83for  + 3.74 +  x* 0.0673 = y

93.83 <  x 56.13for  + 1.77-  x* 0.126 = y

56.13 <  x 14.92for  + 1.09 + x* 0.075 = y

14.92 < for x +  x* 0.1482 = y

t i,2000 i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

t i,2000 i,t i,ti,

ε
ε
ε
ε
ε

ε
ε

ε

  D.1 

 

where ti,y  is %urban cover, and t i,x  is population density (person/km2) for grid cell i and year t. 

2000 i,ε  is the error for grid cell i and year 2000. The error ( 2000 i,ε ) is obtained corresponding to 

NLCD 2001 urban cover data and population density for year 2000 at 0.5O resolution, and this 

error is kept constant for all decades (1850 to 2000). The error could be due to coarse resolution 

population density data (county level, ~42km) in comparison to fine resolution (30m) NLCD2001 

urban cover data. The model is run for 1850 to 1990 period based on population density data to 

obtain hindcast of %urban cover for the conterminous United States. Model performances for the 

regression tree model and the final model are shown in Table D.1.  
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Fig. D.1: %urban cover for 2000 at 0.5O resolution 
 
 

 
 

Fig. D.2: The Regression Tree model for %urban cover (popden: population density) 
  

%urban cover 
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Fig. D.3: Tree size versus deviance plot 

 
 
Table D.1: Urban cover model performance.  
 

  model1 model2 

RMSE 3.3 3.4 

RSQ 0.78 0.77 

Model 1 is the regression tree (step model), and model 2 is final continuous model used in this 
study. Although model performance is slightly deteriorated in the final model, because of 
continuity reason this model is selected for the study. 
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(a) 
 

 
(b) 

 
Fig. D.4: %urban cover model for the conterminous United States. (a) full model, (b) enlarged 

view near origin along with data (red triangles) for 2000 
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Appendix E 
 
 
 

 
 

Fig. E.1: Scatter plot of δ parameter of gamma function with peak crop percentage year 
 
 

 

 
 

Fig. E.2: Scatter plot of SUIT index and CPmax for major crop region (historical) in USA 
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Table E.1: Gamma and Beta function parameters for all ecoregions. Note:  ArB2G* [ArB2G(1940-2000)]. 
 

eco# Gamma  Beta Function ν1 ν2 ν2/ν1 NSC CPmax Cpmax year ArB2G* SUIT 

α δ λ ω λ/ω 

eco1 3.38 2.82 1.75 0.24 7.33 1052 239 0.23 0.65 8.6 1880 0.27 0.36 

eco2 7.05 1.64 0.82 0.70 1.18 879 123 0.14 0.95 6.2 1950 0.12 0.24 

eco3 2.57 4.44 4.19 1.30 3.23 1234 279 0.23 0.92 18.9 1950 0.57 0.51 

eco4 2.82 4.18 3.80 1.37 2.76 1130 269 0.24 0.91 8.3 1950 0.55 0.28 

eco5 3.09 3.74 3.47 1.04 3.33 1171 277 0.24 0.93 10.3 1950 0.51 0.39 

eco6 2.99 3.47 3.02 1.02 2.96 1204 234 0.19 0.90 20.3 1950 0.43 0.76 

eco7 2.78 4.07 4.63 1.25 3.70 1226 295 0.24 0.93 36.3 1960 0.59 0.69 

eco8 4.19 2.67 3.02 0.88 3.42 976 195 0.20 0.94 12.4 1950 0.36 0.51 

eco9 4.89 2.64 3.44 1.49 2.31 903 213 0.24 0.97 8.2 1950 0.39 0.56 

eco10 6.06 2.05 4.80 1.08 4.46 947 223 0.24 0.97 38.6 1990 0.39 0.85 

eco11 5.79 2.03 6.93 1.25 5.57 1070 212 0.20 0.98 9.0 1970 0.36 0.71 

eco12 7.43 1.88 4.52 1.51 2.99 742 225 0.30 0.97 18.3 1980 0.48 0.58 

eco13 5.24 2.24 5.44 0.97 5.63 1047 197 0.19 0.98 2.2 2000 0.33 0.28 

eco14 5.20 2.16 3.82 0.67 5.68 935 194 0.21 0.90 2.1 1950 0.32 0.07 

eco15 7.62 1.54 8.08 1.38 5.87 984 173 0.18 0.99 7.3 1970 0.29 0.30 

eco16 7.60 1.52 6.33 0.99 6.37 985 186 0.19 0.97 4.1 1940 0.28 0.25 

eco17 8.00 1.46 9.71 1.36 7.15 958 166 0.17 0.99 8.1 1930 0.27 0.34 

eco18 7.75 1.57 7.46 1.28 5.83 917 159 0.17 0.99 3.3 1960 0.27 0.36 

eco19 5.88 1.97 6.78 1.06 6.37 1047 194 0.19 0.98 6.2 1960 0.31 0.48 

eco20 7.47 1.67 6.76 1.16 5.85 891 183 0.21 0.99 2.9 2000 0.32 0.40 

eco21 7.86 1.41 6.52 0.87 7.53 841 110 0.13 0.98 6.6 1930 0.19 0.24 
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Table E.1: Gamma and Beta function parameters for all ecoregions (continued) 
 
eco# Gamma  Beta Function ν1 ν2 ν2/ν1 NSC CPmax Cpmax year ArB2G* SUIT 

α δ λ ω λ/ω 

eco22 9.03 1.26 10.05 0.71 14.23 753 112 0.15 0.96 1.9 1940 0.15 0.22 

eco23 14.37 0.78 7.91 0.23 34.58 545 99 0.18 0.91 1.7 1940 0.07 0.53 

eco24 13.79 0.86 0.50 0.10 4.88 634 170 0.27 0.83 2.0 1930 0.08 0.09 

eco25 12.20 1.00 7.57 0.75 10.05 817 168 0.21 0.96 45.0 1930 0.21 0.61 

eco26 12.32 0.91 7.19 0.44 16.22 672 138 0.21 0.93 26.1 1930 0.15 0.48 

eco27 6.09 1.78 9.17 1.42 6.46 996 169 0.17 0.98 62.2 1940 0.32 0.91 

eco28 4.92 1.95 5.07 0.50 10.15 935 196 0.21 0.89 57.1 1900 0.31 0.91 

eco29 6.48 1.55 8.46 0.73 11.56 894 151 0.17 0.96 39.0 1940 0.24 0.95 

eco30 4.17 2.74 3.55 0.67 5.31 1043 260 0.25 0.88 10.0 1930 0.42 0.70 

eco31 5.14 3.10 1.75 0.97 1.80 861 368 0.43 0.78 11.8 1940 0.61 0.81 

eco32 4.77 2.14 3.38 0.69 4.92 994 133 0.13 0.96 54.4 1940 0.23 0.94 

eco33 4.72 2.22 4.63 0.59 7.87 952 174 0.18 0.93 42.8 1940 0.28 0.84 

eco34 5.80 2.46 1.85 0.95 1.95 948 294 0.31 0.95 32.1 1940 0.40 0.82 

eco35 4.72 2.16 2.67 0.32 8.26 936 148 0.16 0.87 24.4 1940 0.18 0.48 

eco36 6.10 1.70 8.06 0.61 13.19 884 156 0.18 0.93 18.4 1920 0.22 0.44 

eco37 6.53 1.62 8.69 0.78 11.13 918 150 0.16 0.95 30.8 1920 0.23 0.57 

eco38 5.17 1.99 8.04 0.86 9.37 998 149 0.15 0.96 27.5 1920 0.25 0.44 

eco39 4.53 2.29 9.42 1.41 6.70 1064 151 0.14 0.97 35.6 1920 0.31 0.45 

eco40 3.94 2.48 10.37 1.71 6.07 1095 150 0.14 0.97 71.9 1910 0.35 0.83 

eco41 7.70 1.75 4.08 0.99 4.13 795 221 0.28 0.97 11.2 1990 0.40 0.10 

eco42 8.84 1.40 5.05 0.87 5.79 887 188 0.21 0.98 45.2 1970 0.28 0.83 
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Table E.1: Gamma and Beta function parameters for all ecoregions (continued) 
 
eco# Gamma  Beta Function ν1 ν2 ν2/ν1 NSC CPmax Cpmax year ArB2G* SUIT 

α δ λ ω λ/ω 

eco43 11.91 0.98 9.60 0.69 13.94 713 171 0.24 0.93 24.9 1930 0.21 0.79 

eco44 8.10 1.34 6.74 0.74 9.09 874 145 0.17 0.96 30.3 1930 0.22 0.48 

eco45 3.36 2.84 1.71 16.08 0.11 1122 187 0.17 0.91 38.5 1910 0.00 0.34 

eco46 6.88 1.65 8.44 1.37 6.17 1038 184 0.18 0.98 75.2 1930 0.31 0.87 

eco47 4.05 2.63 8.13 1.52 5.34 1202 214 0.18 0.98 81.2 1910 0.41 0.88 

eco48 7.22 1.60 6.06 0.82 7.34 878 174 0.20 0.95 89.7 1940 0.28 0.85 

eco49 8.94 1.45 7.83 1.40 5.60 793 169 0.21 0.99 12.7 1980 0.32 0.35 

eco50 8.09 1.37 11.60 1.52 7.65 856 98 0.11 0.99 12.0 1940 0.19 0.38 

eco51 4.98 2.26 6.15 1.35 4.57 1015 160 0.16 0.99 46.1 1940 0.31 0.79 

eco52 3.17 3.24 7.65 1.62 4.71 1255 214 0.17 0.98 57.4 1910 0.45 0.86 

eco53 2.40 4.23 5.56 1.57 3.54 1327 223 0.17 0.97 66.5 1880 0.49 0.89 

eco54 2.46 4.25 6.11 1.46 4.18 1350 249 0.18 0.97 82.7 1910 0.53 0.90 

eco55 2.37 4.26 4.62 1.20 3.85 1284 225 0.18 0.90 77.9 1910 0.49 0.92 

eco56 2.98 3.32 4.40 1.12 3.94 1158 162 0.14 0.97 67.2 1910 0.35 0.81 

eco57 3.28 3.25 4.43 1.10 4.01 1179 200 0.17 0.97 69.7 1920 0.39 0.66 

eco58 1.79 4.07 1.16 6.14 0.19 833 81 0.10 0.98 35.9 1880 0.00 0.27 

eco59 1.58 4.04 0.83 4.60 0.18 794 76 0.10 0.99 50.3 1860 0.01 0.42 

eco60 2.05 3.89 0.64 0.57 1.14 1026 97 0.09 0.96 62.8 1880 0.16 0.49 

eco61 1.91 4.65 0.50 0.47 1.05 1057 133 0.13 0.95 71.2 1880 0.18 0.68 

eco62 2.43 3.37 0.50 0.47 1.05 1029 96 0.09 0.96 26.9 1900 0.13 0.35 
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Table E.1: Gamma and Beta function parameters for all ecoregions (continued) 
 
eco# Gamma  Beta Function ν1 ν2 ν2/ν1 NSC CPmax Cpmax 

year 
ArB2G* SUIT 

α δ λ ω λ/ω 

eco64 1.75 5.02 0.70 0.70 0.99 1179 154 0.13 0.94 62.5 1880 0.21 0.46 

eco65 3.45 3.64 0.84 2.29 0.37 1152 280 0.24 0.85 31.2 1940 0.08 0.39 

eco66 3.69 2.55 0.89 8.32 0.11 1021 146 0.14 0.92 34.0 1910 0.00 0.40 

eco67 3.23 3.06 0.98 7.06 0.14 1138 185 0.16 0.92 38.3 1910 0.00 0.45 

eco68 3.64 3.25 0.80 1.84 0.43 1099 222 0.20 0.91 28.4 1940 0.09 0.43 

eco69 4.09 2.10 0.61 8.43 0.07 929 128 0.14 0.94 28.4 1910 0.00 0.47 

eco70 3.25 2.54 0.63 12.01 0.05 961 123 0.13 0.94 59.5 1900 0.00 0.49 

eco71 3.47 4.02 1.42 3.66 0.39 1253 389 0.31 0.92 54.9 1910 0.07 0.59 

eco72 2.74 3.71 7.09 1.48 4.78 1235 195 0.16 0.98 70.2 1910 0.44 0.83 

eco73 5.23 2.90 1.29 0.71 1.82 949 349 0.37 0.96 48.7 1980 0.46 0.81 

eco74 3.82 3.80 1.02 1.70 0.60 1164 391 0.34 0.88 44.6 1940 0.22 0.76 

eco75 6.26 2.44 1.06 0.96 1.10 980 366 0.37 0.98 10.9 1980 0.36 0.35 

eco76 33.59 0.46 3.58 1.15 3.11 489 157 0.32 0.99 14.5 1990 0.37 0.26 

eco77 10.62 1.08 8.19 0.85 9.68 888 127 0.14 0.98 6.3 1950 0.17 0.14 

eco78 3.20 3.11 1.37 0.27 5.05 992 238 0.24 0.72 6.0 1890 0.30 0.44 

eco79 13.92 0.99 2.63 1.67 1.58 625 161 0.26 0.88 3.1 1970 0.23 0.17 

eco80 7.15 1.77 6.21 1.09 5.71 857 189 0.22 0.97 6.7 2000 0.34 0.75 

eco81 10.58 1.16 10.42 2.34 4.46 771 158 0.20 0.97 6.4 1960 0.32 0.03 

eco82 2.19 3.38 0.46 3.02 0.15 815 78 0.10 0.96 18.1 1880 0.01 0.23 

eco83 1.76 4.95 0.98 0.90 1.08 1059 136 0.13 0.98 63.9 1880 0.23 0.64 

eco84 1.72 4.82 0.67 1.07 0.63 1035 119 0.11 0.97 34.8 1880 0.15 0.31 
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Table E.2:  Analysis of rising limb in 17 major crop ecoregions 
 
Sl No. Year (CPmax) eco# T1 F (T1) T2 F (T2) T1-T2 (MRD) 

1 1880 eco53 1 27 6 101 5 

2 1900 eco28 3 26 8 95 5 

3 1910 eco55 1 27 6 99 5 

4 1910 eco47 3 34 8 103 5 

5 1910 eco52 2 31 7 102 5 

6 1920 eco39 3 27 8 96 5 

7 1930 eco25 7 33 11 99 4 

8 1930 eco44 5 29 10 97 5 

9 1940 eco29 4 29 9 96 5 

10 1940 eco27 4 26 9 98 5 

11 1940 eco48 5 27 10 90 5 

12 1940 eco34 5 29 13 93 8 

13 1940 eco51 4 32 10 92 6 

14 1960 eco7 2 32 15 97 13 

15 1970 eco42 6 28 12 98 6 

16 1980 eco73 5 31 16 93 11 

17 1990 eco10 5 28 12 94 7 

T1: First decade when rising limb falls between 25 and 35, T2: Decade when rising limb reaches 
its maximum value. F(x) is the gamma + beta function for given x. Average F(T1) = 29, and 
average F(T2) = 97. 
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Fig. E.3: Ecoregions with 10% < CPmax < 30%. 
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