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Abstract
Creating believable virtual agents has long been the focus of artists and scientists. A believable agent enables the audience
to be emotionally involved in a narrative, willingly suspending their disbelief for the pleasure of appreciating literacy, drama,
film, etc. In the past few decades, believability has become the goal of virtual reality developers and researchers. In the realm
of virtual reality, it is commonly accepted that a believable virtual agent should have personality, emotion, agency, intelligence,
and more. Despite its seemingly complicated requirements, believability is a fragile product that can be easily jeopardized by
missing one or more of these elements. In this paper, we review the questionnaires that past researchers have used on the topic
of virtual agents’ believability. Based on the prevailing questions identified in the relevant studies, we propose a scale—aiming
at standardizing one—for measuring the believability of virtual agents. We recommend that future research involving virtual
agents refer to this scale to evaluate the level of their believability.

CCS Concepts
• Human-centered computing → Virtual reality; User studies;

1. Introduction

In traditional story arts, a believable character enables the audi-
ences’ “willing suspension of” disbelief [Col71]. In the field of an-
imation, games, and virtual reality, how to accurately define the
believability of a virtual character/agent is still an open question
[TYKS12]. It is generally accepted that believability refers to the
extent to which people believe that the agent they observe and in-
teract with is an autonomous, sentient being [LS97]. Believabil-
ity does not equal realism [Mat01]. Realism contributes to the be-
lievability of a virtual agent; however, believability is a multidi-
mensional term for personality, emotion, agency, intelligence, etc.
These dimensions work together to bring the audience an “illusion
of life” [TJT95].

Believability can be divided into character believability and
player believability. Character believability refers to the extent to
which the viewer believes the character is a real being, while player
believability is the degree to which the player believes a real hu-
man controls the character [TYKS12]. In this study, the term “be-
lievability” specifically denotes the virtual agents’ character believ-
ability. In the meantime, a standardized way of measuring virtual
agents’ believability has yet to be proposed [CAC∗22]. Thus, con-
sidering that believability dimensions differ in prior research, in the
following section, we identify a list of criteria for believable virtual

† guo477@purdue.edu
‡ nadamovi@purdue.edu
§ cmousas@purdue.edu

agents that were commonly adopted by previous studies and orga-
nize them roughly in the order of lower level or static to higher level
or dynamic.

2. Believability Dimensions

2.1. Visual Properties

The appearance of virtual characters influences human perception
[ZZM19]. Bogdanovych et al. [BTS16] argued that a believable ap-
pearance is significant to the overall believability of a virtual agent
since it impacts the users’ first impression of the agent. Hethering-
ton [Het15] categorized appearance into facial and body appear-
ance in measuring the believability of hyper-realistic characters,
and the author also mentioned the problem of an uncanny valley as-
sociated with the appearance of virtual agents. Another appearance-
related problem is that the visual design of a virtual agent helps set
the user’s expectations toward its behavior and capacity; therefore,
perceptual believability can be jeopardized when there is a mis-
match [GKK18]. Also, a study by Lam et al. [LCM∗23] suggested
that, when corresponding with voice pitch, the visual properties in-
fluence the virtual character’s perceived believability. Other than
aesthetic considerations, visual impact, a concept first proposed by
Lester and Stone [LS97], should be included in the dimensions of
believability, which refers to the amount of human attention held
by an agent [GPMJ13].
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2.2. Behavior

The behavior of the virtual agent, including its coherence and un-
derstandability, has since been widely adopted by studies as a
dimension in measuring believability, following its proposal by
Gomes et al. [GPMJ13]. The significance of behavior has its roots
in the nature of virtual agent believability, as people are able to see
a virtual agent’s demonstrated behaviors but not the inner states that
drive them. Researchers commonly agree that a believable virtual
agent’s behavior should be coherent [GPMJ13], natural, and appro-
priate to the context [DNP11, BCR17], predictable [GPMJ13] but
yet has unpredictabilities [BRDL17] that make them more human-
like.

2.3. Awareness

Awareness believability is an essential part of the overall believ-
ability of a virtual agent [BTS16]. A virtual agent needs awareness
for its transition from an acting character to a reacting or interacting
agent. As suggested by Ijaz et al. [IBS11], awareness is a broad con-
cept that includes environmental awareness, self-awareness, and
interaction awareness. Environmental awareness refers to the vir-
tual agent’s ability to gain and make use of information about the
dynamic environment through perception. Interaction awareness is
closely related to the virtual agent’s ability to form social relation-
ships, and it requires the virtual agent to be at least partially aware
of the structures of human interactions [DOQ02]. Whereas envi-
ronment and interaction awareness are mainly based on the vir-
tual agent’s perception of its surrounding world, self-awareness
emerges from its agency [MHC21] as well as the focusing of at-
tention on itself [Mor11].

2.4. Social Relationships

Our daily lives revolve around interactions with other humans. For
virtual agents, their human-likeness also depends on their ability to
form and maintain social relationships with humans or other agents
in cases where there is more than one agent [AP09, AWFM23,
GPS∗20]. The prerequisite for social relationships is social aware-
ness [BYA∗12]. A virtual agent should first be aware of the exis-
tence of others to engage in social activities. In the realm of games,
such social activities usually revolve around communicating and
coordinating with players or other agents [Liv06]. Warpefelt et
al. [WJV13] suggested the importance of the appropriateness of
the virtual agent’s social behaviors within the context.

2.5. Intelligence

Whether or not the perceived intelligence of a virtual agent meets
the user’s expectations can affect its believability. Psychologists
generally accept that there are four types of intelligence: intelli-
gence quotient, emotional quotient, social quotient, and adversity
quotient. The first two are widely studied as predictors of success
in different population groups. In measuring intelligence, we fo-
cus on the general intelligence (intelligence quotient) instead of
emotional intelligence, which measures one’s emotional, personal,
and social aspects of intelligence [DH00] and should be a sepa-
rate dimension of believability [Loy97,AP09,GPMJ13]. The intel-
ligence quotient usually refers to one’s conceptual and analytical

intelligence [ALA∗05]. For virtual agents, intelligence is conveyed
through their ability to plan, learn, and adapt. Further, the ability
to hold memories is one of the basic characteristics of an artificial
intelligence (AI) system’s intelligence quotient [LSL17].

2.6. Emotion

The believability of a virtual agent can be enhanced by demon-
strating emotional behaviors, which include expressing socially ap-
propriate, easy-to-understand emotions in reaction to a stimulus
[DNP11,GPMJ13,TC,SRM23]. Developing computational models
that give the virtual agent the capacity to express believable emo-
tions has been the focus of recent research [RPCP16]. The emo-
tions of virtual agents are mainly conveyed through their facial and
bodily expressions and voice tones [HHC18]. Basic or prototypical
emotions investigated by researchers on emotional virtual agents
are joy, sadness, fear, surprise, and anger [HHC18]. Recent studies
have also argued for the importance of empathy in virtual agents,
which refers to the ability to understand and respond to others’
emotional states [PLBW17].

2.7. Personality

Personality is one of the most fundamental requirements for a vir-
tual agent to be believable [DNP11]. A virtual agent’s personal-
ity is its pattern of behavior and its way of interacting with the
surrounding environment [BYA∗12]. As suggested by McRorie et
al. [MSM∗11], such patterns should remain coherent for an ex-
tended period when users interact with the same virtual agent in
multiple scenarios to maintain their believability. To describe per-
sonality traits, the five-factor model is often used, which suggests
that the five basic dimensions of personality traits are neuroticism,
extraversion, openness to experience, agreeableness, and conscien-
tiousness [MCJ97]. Researchers of virtual agents have also adopted
the model to measure their personalities [PP05, CVB∗12].

2.8. Agency

Given the limited research that includes questions on the virtual
agent’s agency and self-awareness in measuring believability, this
study argues for their necessity. Agency and self-awareness are two
closely interconnected terms. For ease of understanding, this study
treats them as two parallel concepts in identifying the dimensions of
believability. Agency is a psychological term that refers to the sense
of generating one’s behaviors, and it is the key to self-awareness
[MHC21], while self-awareness is a much more abstract term that
represents the capacity to focus attention on oneself [Mor11]. Ijaz
et al. [IBS11] suggested in a more practical way of quantifying a
virtual agent’s self-awareness that possessing goals, plans, beliefs,
and being aware of the current scene the virtual agent is situated
in and its position within it are elements that contribute to self-
awareness. Avradinis et al. [APA13] argued that, to a great extent,
believability comes from the virtual agent’s perceived autonomy,
and it is the prerequisite of believability. Riedl and Stern [RS06]
suggested that autonomy in a virtual agent can enhance its believ-
ability.

One major element of agency is the possessing of goals, or being
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self-motivated [PHN∗09]. A believable virtual agent should give
users the illusion that they are observing and interacting with an au-
tonomous being, acting based on its desires [LS97, DS03]. As also
suggested in Loyall’s [Loy97] requirements for believability, the
“appearance of goals” and “concurrent pursuit of goals and parallel
action” contribute to a virtual agent’s “illusion of life” [TJT95].

2.9. Believability as a Multidimensional Concept

Several researchers that used questionnaires had questions on
the virtual agent’s overall believability, such as “The reaction of
the agent was believable.” [vdHBR14] and “The character was
a believable real estate agent” [RB14]. We argue that such gen-
eral questions should be included in a standardized questionnaire
since believability does not come from a single aspect; instead,
it arises from the combination of multiple interconnected dimen-
sions [PHN∗09], while it can also be easily jeopardized by the ab-
sence of one or more features.

3. Toward a Standardized Believability Scale

Similar to the definition and requirements, the assessment of be-
lievability is also open to debate [IBS11, CAC∗22]. Previous stud-
ies have adopted both qualitative and quantitative methods to mea-
sure the believability of virtual agents. Commonly used techniques
include subjective methods, such as questionnaires and interviews,
and objective methods, such as recording participants’ physiologi-
cal responses [TYKS12].

Despite the disadvantages associated with its subjectiveness,
questionnaires are the most widely used measurement of believabil-
ity. Popular forms of questionnaire questions are Boolean, ranking,
and preference [TYKS12]. Compared to Boolean and preference
questions, the ranking questions do not limit the participants’ re-
sponses to binary answers (e.g., yes or no); instead, they generate
responses that not only show the tendency (e.g., I think the agent
is/is not believable) but also indicate the level of confidence toward
their choices through rating. Therefore, it is reasonable to use scales
with ranking questions in experiments to reveal the believability of
virtual agents.

In contrast to fast-growing research on the topic of believability,
there is not yet a standardized questionnaire measuring the believ-
ability of virtual agents. To the best of our knowledge, many of the
available believability questionnaires were adapted from the tem-
plate proposed by Gomes et al. [GPMJ13]. Some studies have also
combined questions from the Godspeed questionnaires [BKCZ09],
the Believability Index [GTBH06], and the Dimensions of Mind
Perception [GGW07], while others have developed their own ques-
tionnaires. The various versions of the questionnaires pose signif-
icant challenges to comparing the experimental results of different
studies, which urged the development of a standardized question-
naire in measuring believability.

In this paper, we organize and classify the questions used in pre-
vious experiments that measure believability in various scenarios.
We found that some dimensions of believability (e.g., personality)
were associated with a relatively limited number of questions from
the believability questionnaires. To address their significance, we

also reviewed experiments from the respective fields of study to
obtain frequently used questions. Finally, we propose a scale to be
used in future studies. Designing a believability scale poses multi-
ple challenges caused by the different designs of experiments and
different hardware setups across different research labs. A stan-
dardized believability scale will help researchers more efficiently
compare the level of believability across different setups. It will
also help us to understand better which factors play important roles
in believability and how to achieve believability when developing
intelligent virtual agents.

3.1. Review

In the first stage of this study, we collected 25 scholarly articles
that adopted or proposed questionnaires relevant to believability
through a systematic search in the disciplines of human-computer
interaction (HCI), human-robot interaction (HRI), and animation.
Specifically, we extensively searched databases, including IEEE
Xplore Digital Library, ACM Digital Library, SpringerLink, and
ScienceDirect. Also, we focused on the studies after 1997, when
Loyall [Loy97] proposed a comprehensive list of requirements for
developing believable agents and thus laying the foundation for the
assessment of believability. Table 1 provides a summary of the stud-
ies reviewed. It also details the specific types of agents each study
addressed and the scale used when a questionnaire was utilized.
This categorization aids in understanding the primary focus and
context of each research at a glance.

Then, we adopted a set of inclusion and exclusion criteria and
filtered out twelve studies for the next stage of the reviewing pro-
cess. The inclusion criteria were: complete studies on the human
perception of virtual agents, non-player characters, or robots; stud-
ies yield experimental results on the perceived believability and
adopted questionnaires as a method in accessing the believability of
virtual agents, non-player characters, or robots; or studies that pro-
posed methods of measuring believability without conducting ex-
periments. Specifically, this includes a template of the believability
questionnaire [GPMJ13], the believability index [GTBH06], and
the criteria for believable game AI [Liv06]; and studies published
on proceeding-based conference paper or peer-reviewed journals.
The exclusion criterion was the questionnaires exclusively utilized
scalar evaluations, prompting participants to indicate their percep-
tions on a scale from 1 to 7. While this method definitely yields
valuable data on the subject matter explored, we excluded them for
limited granularity concerning the topic we are investigating.

In the subsequent stage, we classified all the questions sourced
from the questionnaires adopted by the selected studies into nine
main categories:

• Visual properties (or appearance) of the virtual agent. This
has been used to assess the level of realism of an agent or deter-
mine whether the visual design of the agent is coherent with its
surrounding environment.

• Behavior. This concept is typically employed to measure both
the believability of the motion when the virtual agents move and
their behavior pattern in general.

• Awareness. Virtual agents’ awareness of the surrounding envi-
ronment and their interactions with humans or other agents can
be measured with the awareness concept.
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Table 1: The reviewed papers at a glance, listed by year, then in alphabetical order.

Citation Year Types of Agents Measurement Scale

VA Game NPC Animated Character Robot Generic Agent

Gorman et al. [GTBH06] 2006 • 5-point Likert
Bosse and Zwanenburg [BZ09] 2009 • 7-point Likert
Poel et al. [PHN∗09] 2009 • 5-point Likert
Demeure et al. [DNP11] 2011 • 7-point Likert
Ijaz et al. [IBS11] 2011 • 5-point Likert
Gomes et al. [GPMJ13] 2013 • N/A
Ham et al. [vdHBR14] 2014 • 5-point Likert
Mitarai and Umemuro [MU14] 2014 • 7-point Likert
Richards and Bransky [RB14] 2014 • 4-point Likert
Bogdanovych et al. [BTS16] 2016 • 5-point Likert
Barreto et al. [BCR17] 2017 • 5-point Likert
Bevacqua et al. [BRDL17] 2017 • 6-point Likert
Hetherington [Het15] 2017 • 9-point Likert
Rodrigues and Martinho [RM17] 2017 • N/A
Ishihara [III∗18] 2018 • 5-point Likert
Pacheco et al. [PTPL18] 2018 • 10-point Likert
Coninck et al. [DCYSV19] 2019 • N/A
Tsiourti et al. [TWWV19] 2019 • 5-point Likert
Guimaraes et al. [GPS∗20] 2020 • 5-point Likert
Daylamani-Zad et al. [DZA20] 2021 • 5-point Likert
Dickinson et al. [DJC∗21] 2021 • N/A
Even et al. [EBB21] 2021 • Binary scale
Tjokrosetio et al. [TC] 2021 • 4-point Likert
Curtis et al. [CAC∗22] 2022 • 7-point Likert
Silva et al. [SRM23] 2023 • 9-point Likert

• Social relationships (with humans or other agents). This ele-
ment is assessed whenever the human interacts with the virtual
agent during the experiment. In scenarios with more than one
virtual agent, questions on the social relationships between the
virtual agents are also often asked.

• Intelligence. As mentioned in previous sections, one of the key
elements of virtual agents’ believability is the “illusion of life.”
Intelligence and agency are the two main factors that contribute
to this concept. Questions on intelligence are often presented
in relatively complicated scenarios in experiments in which the
agent demonstrates the capacity for planning and memorizing.

• Emotion. This captures how the virtual agent perceives human
emotions, as well as when the agent expresses emotions.

• Personality. This is often used in questionnaires when determin-
ing whether or not the virtual agent has a personality and what
their types of personality are.

• Agency. This is employed when assessing the virtual agent’s
autonomy. These questions are usually asked in the form of
whether the agent has personal goals.

• Overall believability. A popular element in most experiments,
overall believability questions are usually asked in the form of
rating believability or human likeness.

This method of classification is generally consistent with a pre-
vious study on the believability of virtual agents [EK17], which
summarized the dimensions for believable AI, game non-player

characters, and virtual characters proposed in early studies, pro-
vided a comprehensive guide to the dimensions of believabil-
ity for different forms of agents prevails in interactive media
[Mat01, Loy97, GPMJ13, LH15, BTS16]. Specifically, in Table 1
in the supplementary material document, we outline the elements
of believability for virtual agents, robots, and creatures from re-
search since 1997, based on ElSayed and King’s literature re-
view [EK17]. The literature indicates that personality and emo-
tions should be dimensions of believability, and the related ques-
tions were asked by the overwhelming majority of the question-
naires reviewed in this study. Visual properties (or appearance),
behavior, awareness, and social relationships are also broadly
recognized elements that contribute to the believability of virtual
agents [Mat01, GPMJ13, LH15, BTS16].

The “illusion of life” is another critical aspect of believabil-
ity that is commonly articulated in more practical forms of self-
motivation, change, broadly capable, liveness, etc. [Mat01, Loy97,
BTS16]. It is worth noting that the trending of such questions in
believability questionnaires in recent years aligns with the rapid de-
velopment of intelligent virtual agents. For the purpose of brevity,
we organized the related questions into intelligence and agency.

Overall believability is a concise yet effective way to assess the
perceived believability toward virtual agents, which is usually pre-
sented in questions in the form of rating the believability, human-
likeness, or plausibility of the interaction [BZ09]. The related ques-
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tions were asked in approximately half of the questionnaires re-
viewed in this study. In most cases, the related questions were asked
in addition to questions that focused on single dimensions of believ-
ability, while some questionnaires revolved entirely around rating
the overall believability of the virtual agents.

3.2. The Virtual Agent Believability Scale

After reviewing the believability questionnaires from the experi-
ments in the past two decades, we proposed a set of items for de-
signing the standardized scale for future studies. We organized the
items into eight main dimensions of believability: visual proper-
ties, behavior, awareness, social relationships, intelligence, emo-
tion, personality, and agency. We also included a few extra items
on human’s perceived overall believability to reflect the multidi-
mensional nature of believability, and we presented them in the fol-
lowing list:

Visual properties (or appearance)

Q1. The visual design of the virtual agent caught my atten-
tion.
Q2. I think the virtual agent’s appearance is aesthetically
pleasing.
Q3. I think the virtual agent’s visual design is realistic.

Behavior

Q4. The virtual agent’s behavior drew my attention.
Q5. I felt the virtual agent’s behavior was coherent and natu-
ral.
Q6. I think the virtual agent’s behavior was easy to under-
stand.
Q7. I felt the virtual agent’s behavior was appropriate to the
context.
Q8. I felt sometimes the virtual agent behaved inappropri-
ately.

Awareness

Q9. I felt that the virtual agent perceived the environment
around him/her/them.
Q10. I felt that the virtual agent reacted to the change in the
environment.
Q11. I felt that the virtual agent was aware of my presence.
Q12. I felt that the virtual agent was aware of the presence of
other virtual agents.
Q13. The virtual agent was unaware of its surroundings.

Social relationships

Q14. The virtual agent interacted socially with me.
Q15. I felt that the virtual agent was able to coordinate with
me.

If there is more than one virtual agent.
Q16. “The virtual agent interacted socially with the other vir-
tual agent(s).
Q17. I felt that the virtual agent was able to coordinate with
the other virtual agent(s).

Intelligence

Q18. I felt that the virtual agent was able to make plans.

Q19. I felt that the virtual agent learned from past experi-
ences.
Q20. I felt that the virtual agent seemed to have memory.

Emotion

Q21. I felt that the virtual agent was capable of having feel-
ings.
Q22. I felt that the virtual agent expressed emotions.
Q23. I felt that the virtual agent’s expressed emotions were
easy to understand.
Q24. I felt that the virtual agent’s expressed emotions were
appropriate to the context.

Personality

Q25. I felt that the virtual agent had a personality.
Q26. I felt that the virtual agent was extraverted and enthusi-
astic.
Q27. I felt that the virtual agent was sympathetic and warm.
Q28. I felt that the virtual agent was dependable and self-
disciplined.
Q29. I felt that the virtual agent was emotionally stable.
Q30. I felt that the virtual agent was open to new experiences.

Agency

Q31. I felt that the virtual agent seemed to have self-
awareness.
Q32. The virtual agent took actions without inputs from oth-
ers.
Q33. The virtual agent seemed to have its own goals.

Overall believability

Q34. I felt that the virtual agent was believable.
Q35. I felt that the virtual agent behaved like a real person.
Q36. I enjoy the interaction with the virtual agent.

Future researchers who adopt this scale in their experiments
might use only part of the items or add extra items to address
the questions of concern. For example, if an experiment involves
only one virtual agent, items on the interactions between the agents
would be unnecessary. However, in most cases, we recommend us-
ing the complete 36-item version for ease of drawing comparisons
across experiments. We also recommend that researchers include
the above items in a randomized order to minimize context effects.

We suggest that the experiments should use a 7-point Likert
scale, ranging from strongly disagree (1), disagree (2), somewhat
disagree (3), neither agree nor disagree (4), somewhat agree (5),
agree (6), and strongly agree (7), since point scales were prevail-
ing in previous studies we reviewed. They yield ordinal data and
thus benefit the subsequent statistical analysis in research. In addi-
tion, compared to other forms of Likert scales, such as a 5-point
scale, the 7-point Likert scale allows participants to differentiate
their intuitive feelings or perceptions more precisely. Further, the
items should be presented to the participants immediately after the
condition or after each condition in within-subject studies.

If the experiment design needs to present the result as a single
believability score instead of eight separate scores per dimension,
we recommend that researchers calculate the scores as follows:
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1. Visual properties = Q1 + Q2 + Q3
2. Behavior = Q4 + Q5 + Q6 + Q7 - Q8
3. Awareness = Q9 + Q10 + Q11 + Q12 - Q13
4. Social relationships = Q14 + Q15 + Q16 + Q17
5. Intelligence = Q18 + Q19 + Q20
6. Emotion = Q21 + Q22 + Q23 + Q24
7. Personality = Q25 + Q26 + Q27 + Q28 + Q29 + Q30
8. Agency = Q31 + Q32 + Q33

Otherwise, if the experimental design intends to present believ-
ability as a single score, we suggest that the total believability score
should be calculated using the following formula, in which the
weights denote the prevalence of questions from each dimension:

Total believability = (Visual properties/3 + (Behavior/5) × 2 +
(Awareness/5) × 2 + Social relationships/4 + (Intelligence/3) ×
3 + (Emotion/4) × 4 + (Personality/6) × 4 + (Agency/3) × 2 +
Overall believability/3) / 20,

where Overall believability = Q30 + Q31 + Q32

The formula weights certain dimensions higher to reflect their
significance (e.g., personality and emotion), which is in agree-
ment with previous studies that have proposed metrics of believ-
ability [Loy97, AP09, PHN∗09, GPMJ13]. The results of the scales
are comparable both within and between subjects and across the
experimental conditions if surveyed immediately after the exper-
imental conditions. However, in cases where nonparametric tests
need to be used in data analysis, the scores should be treated as
non-continuous variables. We also suggest that consistency checks
should be conducted on all responses in the experiments. In normal
cases, the score of Q8 should be the inverse of Q7, and the score of
Q9 should be the inverse of Q13.

3.3. Prevalence

In this section, we focus on the prevalence of the proposed items
as well as their significance in assessing their respective dimen-
sions of believability. As detailed in Table 2 in the supplementary
material document, among the reviewed studies, 12 experiments
utilized questionnaires with items beyond merely rating the ex-
perimental target’s overall believability. Studies using only gen-
eral rating questions have been omitted for organizational clarity.
In light of the limited pool of virtual agent’s believability ques-
tionnaires in directly relevant research, we have included questions
from questionnaires that examine the believability of creatures and
robots [PHN∗09, BCR17, TWWV19]. We also included templates
of believability questionnaires introduced by previous studies for a
more comprehensive investigation.

In our proposed scale, we discarded questions that are not appli-
cable to measuring virtual agents’ believability. Examples include
“Anna wanted to win the game” (1Q7), “I would prefer to rent/buy
through a virtual character rather than a human real estate agent”
(5Q12), and “The robot perceived the content of the movie clip cor-
rectly” (8Q1). Further, we excluded items of very low prevalence
or significance, for example, “The character’s recollection was nat-

ural” (5Q6), “I believe Axo is capable of experiencing embarrass-
ment” (11Q6), and “The characters expressed emotions in antici-
pation of what could happen” (12Q6). The rest of the items were
categorized based on relevant criteria, as illustrated in previous sec-
tions. For example, “I felt that the virtual agent has a personality”
(Q25) is the combination of the questions “<X >has a personality”
(3Q3), “The robot has a personality” (8Q4), “Suspect had a person-
ality” (9Q1), and “The character has a personality” (10Q3).

From the reviewed studies, we identified visual properties (or ap-
pearance) as a dimension of believability. Although still an emerg-
ing concept, Bogdanovych et al. [BTS16] argued that a believable
appearance contributes to the believability of virtual agents. To en-
hance the comprehensiveness of the proposed scale, we integrated
the argument into two items: “I think the virtual agent’s appearance
is aesthetically pleasing” (Q2) and “I think the virtual agent’s visual
design is realistic” (Q3). For the special cases of Q26, Q27, Q28,
Q29, and Q30, we used five items to assess the five dimensions
of personality perceived by humans, which were adopted from the
ten-item personality inventory (TIPI) to enable a brief yet accu-
rate measurement of personality traits [GRSJ03]. For example, “I
felt that the virtual agent is sympathetic and warm” (Q27) was the
adaptation of the question items “Critical, quarrelsome” and “Sym-
pathetic, warm” from the original personality inventory.

4. Discussion

In this paper, we propose a scale for measuring a virtual agent’s be-
lievability. Our work is based on the questionnaires used in previous
studies on believable virtual agents, characters, game creatures, and
robots over the past two decades. Prior works from closely related
fields, such as the personalities of virtual agents and their assess-
ments, were also reviewed to ensure the comprehensiveness of the
scale. The believability of virtual agents has been a popular field
of research for years. Our review focuses on works from 1997 to
the present. This work could be supplemented by future research to
ensure its relevance and currentness.

In the review process, we identified eight main dimensions that
contribute to the overall believability of virtual agents: visual prop-
erties, behavior, awareness, social relationships, intelligence, emo-
tion, personality, and agency. This set of dimensions aligns with the
prior literature on the metrics of believability. We categorized the
questions used in previous research into eight dimensions and sum-
marized them into a standardized scale while integrating question
items from related research fields. We also included some addi-
tional items on overall perceived believability. The prevalence of
the proposed items is presented in Table 3 in the supplementary
materials document. Specifically, the prevalence is calculated by
dividing the number of studies that used relevant questions by the
total number of studies listed in Table 2 in the supplementary ma-
terials document.

This scale should be presented to the participants at the end of the
study or the end of each experimental condition, depending on the
experimental design. To calculate the final believability score, we
suggested a simple formula. However, we recommend that future
studies modify it based on their unique research questions.

Although our proposed scale awaits validation, our work is
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grounded in previous research, and we hope for further validation
from the research community. We recognize that certain items of
our proposed scale may not be broadly used by directly relevant
prior research. However, it is crucial to note that the existing body
of literature on virtual agent believability is constrained by the lack
of standardized measuring methods. The considerable variation in
existing questionnaires calls for the proposal of a standardized scale
to overcome the ongoing challenge of reproducibility faced by to-
day’s virtual reality experimentations [Grü23].
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