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#### Abstract

We have developed a new method for modelling protein dvnamics using normal-mode analysis in internal co-ordinates. This method. normal-mode dynamics. is particularly well suited for modelling collective motion, makes possible direct visualization of biologically interesting modes, and is complementary to the more time-consuming simulation of molecular dynamics trajectories.

The essential assumption and limitation of normal-mode analvsis is that the molecular potential energy varies quadratically. Our study starts with energy minimization of the X-rav co-ordinates with respect to the single-bond torsion angles. The main technical task is the calculation of second derivative matrices of kinetic and potential energy with respect to the torsion angle co-ordinates. These enter into a generalized eigenvalue problem. and the final eigenvalues and eigenvectors provide a complete description of the motion in the basic $0 \cdot 1$ to 10 picosecond range. Thermodynamic averages of amplitudes, fluctuations and correlations can be calculated efficiently using analytical formulae.

The general method presented here is applied to four proteins, trypsin inhibitor, crambin, ribonuclease and lysozyme. When the resulting atomic motion is visualized by computer graphics, it is clear that the motion of each protein is collective with all atoms participating in each mode. The slow modes, with frequencies of below $10 \mathrm{~cm}^{-1}$ (a period of 3 ps ). are the most interesting in that the motion in these modes is segmental. The root-mean-square atomic fluctuations, which are dominated by a few slow modes. agree well with experimental temperature factors ( $B$ values). The normal-mode dynamics of these four proteins have many features in common, although in the larger molecules, lysozyme and ribonuclease, there is low frequency domain motion about the active site.


## 1. Introduction

Internal dvnamics, especially collective motion, is important for protein function (see review by Huber \& Bennett, 1983). Bv collective motion we mean a process in which a substantial part of the protein moves as a unit relative to other parts. A recent beautiful example provided by X-ray crystallography is citrate synthase (Remington et al., 1982; Chothia \& Lesk, 1984). In each catalytic cycle, the large and small domain of the enzyme first close around the substrate for catalvtic action? and then open a cleft between them for product release and the next round of substrate binding. A number of other proteins also have (at least) two different conformations in two functionally distinct states. The transition from one to the other must be

[^0]a major mode of internal motion, i.e. there must be a low-energy pathway of collective motion connecting the two, made possible by the overall three-dimensional structure. Neither the stages along this pathway nor the time-scale of the transition have yet been observed experimentally. It is clear, however, that such processes, which involve the correlated motion of large masses, must be slower than vibrations involving only localized atomic motion.

Experimental studv of protein dynamics by spectroscopic observation of low-frequency vibrations has recently become possible (see review by Peticolas, 1979). For example, the neutron time-of-flight spectrum of lysozyme below $100 \mathrm{~cm}-{ }^{1}$ shows a broad peak at $75 \mathrm{~cm}-{ }^{1}$ and a shoulder at 25 cm-' (Bartunik et al., 1982); a new Raman technique (Genzel et al., 1976) also gives peaks at these two frequencies. Similar Raman peaks are seen in cc-chymotrypsin at about $29 \mathrm{~cm} \mathbf{-}^{1}$ (Brown et al., 1972) and in acid phosphatase at about 25, 50
and $80 \mathrm{~cm}^{-1}$ (Twardowski. 1978). Tn some cases the observation of these peaks is olkpendlemtt on conformation and/ or solvent environment? suggesting that they reprent' collective internal vlbrations Involving major parts of the proteln. The exact nature of the motion responsible for the lowfrequency Raman and neutron spectroscopic peaks is still unknown.
The theoretical study of protein dvnamics has involved the calculation and analysis 'of molecular dynamics trajectories (Karplus \& McCammon. 1981: van Gunsteren et al., 1983; Levitt, 1983a,b). The atomic positions and velocities as a function of time are given by numerical solution of the classical
 potentials andl sttartimgy from thee 准-raぁyccaordinates. In principle, molecular dvnamics proxidides a wery prowverfuil thool ffor sisimalletting realistic protein motion. especially when water molecules are included. In practice, however. there are two major drawbacks: (1) the elementary time step is so small that. simulations longer than 100 ps become prohibitively costly on present computers: (2) the analysis of the thouisands of co-ordinate sets allomg the trajectory is tedious and subject to statistical ummeertaiintyy. Cconswequeraldiv. studty. off slow processes, such as colllective motion of conformational rearrangements, is difficult.
Normal-mode dvnamics of proteins offer an alternative to the silmullatioom of mollecular dynamies trajectories and are ideallv suited to the studv of slow colllective motion. The nanrmal modes are coupled vibrations. Theev are foumdd by assuming thatt the moleculbar potential energi can be approximated as a quadratic or harmonic function of the cdynamic variettbes amod them ssolving a generalized eigenvalue problem to give a closed analytical description of the motion. The eigenvalues give the vibrational time-scales (frequencies) and the eigenvectors give the details of the corresponding motion. The motion can be described and visualized at each separate frequency or as a more complicated superposition of modes. Timeaveraged equilibrium and kinetic properties of the system, such as positional fluctuations or time correlation functions. can be calculated accurately and efficiently as weighted sums. The price paid for all this is the limited accuracy of the harmonic approximation and the difficulty associated with the inclusion of water molecules. The faults and virtues of the two methods are complementary in that molecular dvnamics provide an approximate numerical solution to the exact equations of motion. whereas normal-mode dynamics provide an exact, analytical solution to the approximate equations of motion.
Normal-mode or vibrational analvsis is well established and much used in molecular physics (Wilson et al.. 1955): it is very successful in reproducing vibrational spectra of many small molecules (Shimanouchi. 1970) and of homobiopolymers (Itoh \& Shimanouchi, 1970). The quadratic approximation to the potential energv is
obtained by a Taylor expansion of the total molecular potential energy about its minimum using atomic Cartesian co-ordinates (Lifson \& Warshel, 1968) or internal co-ordinates (bond lengths, bond angles and torsion angles) as the dvnamic variables. Application to large nonrepetitive molecules is technically difficult. The first protein normal-mode calculation (Tasumi et al.. 1982) on glucagon (29 residues) uses a special a-helical force field without non-bonded terms. approximates sidechains as point masses and does not minimize energy. Noguti \& Gō (1982) anallvsed collective fluctuations of trypsin inhibitor (58 residues) in terms of 241 torsion angle co-ordinates br diagonalizing the potential energy second derivative matrix. In a subsequent paper. Gō et al. (1983) present a more complete treatment involving simultaneous diagonalization of both kinetic and potential energ! second derivative matrices: this work and our preliminary study of trypsin inhibitor (Levitt et al.. 1983) are the first normal-mode studies of a protein in atomic detail. More recently. Brooks \& Karplus (1983) used 1740 Cartesian coordinates in a complete normal-mode analysis of this same small protein.

In the present studv. we have developed a completely general method that can be applied to calculate the normal-mode dynamics of any system of point masses in terms of any set of generalized dynamic variables. Harmonic approximations of both the potential and kinetic energv matrices are obtained by a combination of convergent energ, minimization. numerical differentiation, and the use of a bestsuperposition algorithm.

We test the method on a hexapeptide using single-bond torsion angles as the degrees of freedom and obtain results identical to those of the standard Cartesian co-ordinate treatment.

We use the method to calculate the torsion angle normal modes of four proteins: trypsin inhibitor (Huber et al.. 197 1: Deisenhofer \& Steigemann. 1975), crambin (Hendrickson \& Teeter. 1981). ribonuclease (Richards \& Wyckoff, 197 1: Wlodawer \& Sjölin, 1983) and ! Ivsozvime (Blake et al.. 1965. 1967). Although these proteins are of different) sizes and have different chain foldings. many features of their normal-mode dynamics are similar. (1) The lowest frequencv for each protein is between $2 \mathrm{~cm}-{ }^{-}$and $5 \mathrm{~cm}^{-}$, while the average frequency is close to $60 \mathrm{~cm}^{-1}$ for all. The contribution of each mode to the atomic motion decreases rapidly with increasing frequency. Very few of the modes (between 1 and $3 \%$ ) are responsible for most $(70 \%$ ) of the atomic motion of the backbone. These lowfrequencv modes are characterized bv rigid-body motion 'of a-helices and smooth bending and twisting deformation of P -sheets. (2) The average root-mean-square fluctuation of a-carbon atoms is about 0.6 A . while that of $\phi$ and $\psi$ angles is about 16. Fluctuations of the backbone atoms are markedly reduced in regions of hydrogen-bonded secondary structure and are larger in loops. (3) The agreement between temperature factors calculated
from normal mode and derived from the watall. graphic study is good. with a correlation coetficien t between 0.54 and 0.65 .
Most attention is focused on the analvsis of the normal-mode 'dynamics of bovine pancreatic trypsin inhibitor as this protein has been studied very extensively by experimental and theoretical methods. Calculations are performed using two $\mathrm{BPTI} \dagger$ conformations, the refined X -rav coordinates and a set of co-ordinates obtained 'at the end of a 130 ps dvnamics trajectory (Levitt. 19836). The analvsis of BPTT showed that: (1) the distribution of frequencies (density of states) and variation of a-carbon atom fluctuations along the chain are very similar in the two conformations, which differ by $1.8 \AA$ r.m.s. (cc-carbon atoms only).
(2) The motion as visualized on a graphics display involves bending, twisting. arm -swinging and breathing of segments about $10 \AA$ in extent ( 4 to 5 residues). (3) The different regions of secondary structure have characteristic frequencies: P-sheet from 5 to $30 \mathrm{~cm}^{-1}$ a-helix from 50 to $\mathbf{1 1 0} \mathrm{cm}^{-1}$ and turns from 5 to $75 \mathrm{~cm} \quad 1$. (4) Torsion angles generallv move in an uncorrelated fashion except when the residues involved are near-neighbours along the chain or connected by hydrogen bonds.

Normal-mode dynamics can be used as an additional tool for the study of the dynamic behaviour of biological macromolecules. complementing X-ray cryst allography, spectroscopy and molecular dynamics simulations. Their application to trypsin inhibitor. crambin. ribonuclease and ! vso.zvme affords us a new view of protein dynamics.

## 2. Methods

(a) General theory of normal modes

## (i) Equations of motion

The theorv of normal modes (Goldstein. 1950) gives a complete analytical solution to the equations of motion subject, to the assumption that the potential energy of the system can be approximated as a quadratic function of the $n$ co-ordinates, $q_{i}$. in the vicinity of the potential energy minimum at $q_{i}^{0}$ :

$$
\begin{equation*}
E_{P}=\frac{1}{2} \sum_{i, j}^{n} F_{i j}\left(q_{i}-q_{i}^{0}\right)\left(q_{j}-q_{j}^{0}\right)=\frac{1}{2}\left(\mathbf{q}-\mathbf{q}^{0}\right)^{T} \mathbf{F}\left(\mathbf{q}-\mathbf{q}^{0}\right) . \tag{1}
\end{equation*}
$$

The kinetic energy is also approximated as a quadratic function of the velocities $\dot{q}_{i}\left(=d q_{i} / d t\right)$ :

$$
\begin{equation*}
E_{K}=\frac{1}{2} \sum_{i, j}^{n} H_{i j} \dot{q}_{i} \dot{q}_{j}=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{H} \dot{\mathbf{q}} . \tag{2}
\end{equation*}
$$

The co-ordinates $\mathbf{q}$ are generalized and can be atomic Cartesian co-ordinates. rigid-body translations and rotations, torsion angles or any other dynamic variables chosen to describe the essential degrees of freedorn. The equations of motion in terms of any set of co-ordinates are given by Lagrange's equations:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}_{i}}\right)=\left(\frac{\partial L}{\partial q_{i}}\right)
$$

[^1]
$$
\partial L / \hat{\partial} \dot{q}_{i}=\sum_{j}^{n} H_{i j} \dot{q}_{j} \quad \text { and } \quad \partial L / \partial q_{i}=-\sum_{j}^{n} F_{i j}\left(q_{j}-q_{j}^{0}\right)
$$
and Lagrange's equations become:
\[

$$
\begin{equation*}
\sum_{j}^{n} H_{i j} \ddot{g}_{j}=-\sum_{j}^{n} F_{i j}\left(q_{j}-q_{j}^{0}\right) . \tag{3}
\end{equation*}
$$

\]

These equations are solved by assuming that the solution is the vector $\mathbf{q}$ with element; $q_{j}$ of the form:

$$
\begin{equation*}
q_{j}=q_{j}^{0}+\sum_{k}^{n} A_{j k} \alpha_{k} \cos \left(\omega_{k} t+\delta_{k}\right) \tag{4}
\end{equation*}
$$

This gives:

$$
\ddot{q}_{j}=\mathrm{d}^{2} q_{j} / \mathrm{d} t^{2}=-\sum_{\mathrm{k}}^{n} A_{j k} \alpha_{k} \omega_{k}^{2} \cos \left(\omega_{k} t+\delta_{k}\right)
$$

Substituting for $q_{j}$ and $\ddot{q}_{j}$ in eqn (3) gives:

$$
\begin{align*}
& -\sum_{i}^{n} H_{i j} \sum_{k}^{n} A_{j k} \alpha_{k} \omega_{k}^{2} \cos \left(\omega_{k} t+\delta_{k}\right) \\
& \\
& =-\sum_{j}^{n} F_{i j} \sum_{k}^{n} A_{j k} \alpha_{k} \operatorname{coss}\left(\omega_{k} t+\delta_{k}\right) \\
& \begin{aligned}
& \sum_{k}^{n}\left(\sum_{j}^{n} H_{i j} A_{j k}\right) \alpha_{k} \omega_{k}^{2} \cos \left(\omega_{k} t+\delta_{k}\right) \\
&=\sum_{k}^{n}\left(\sum_{j}^{n} F_{i j} A_{j k}\right) \alpha_{k} \cos \left(\omega_{k} t+\delta_{k}\right)
\end{aligned}
\end{align*}
$$

Because eqn (5) must hold for all times, $t$ :

$$
\begin{equation*}
\left(\sum_{j}^{n} H_{i j} A_{j k}\right) \omega_{k}^{2}=\sum_{j}^{n} F_{i j} A_{j k} \tag{6}
\end{equation*}
$$

for $k=1$ to $n$. Rewriting eqn (6) in matrix notation gives the equations of motion as:

$$
\begin{equation*}
\mathbf{H A} \mathbf{\Lambda}=\mathbf{F A} \tag{7}
\end{equation*}
$$

where A is diagonal and $\Lambda_{i i}=\omega_{i}^{2}$, i.e. the frequencies of vibration of the system.

Before eqn (7) can be solved to give $\mathbf{A}$ and $A$. it is necessary to set a normalization condition. Defining $Q_{\mathrm{k}}=\alpha_{k} \cos \left(\omega_{k} t+\delta_{k}\right)$ gives from eqn (4):

$$
\begin{equation*}
q_{j}-q_{j}^{0}=\sum_{\mathbb{T}}^{n} A_{j k} Q_{k} \quad \text { o } \quad \mathbf{r} \quad \mathbf{q}-\mathbf{q}^{0}=\mathbf{A Q} \tag{8}
\end{equation*}
$$

as the relation between the generalized co-ordinates $\mathbf{q}$ and the co-ordinates $Q$. Expressing the potential and kinetic energies in terms of Q gives:

$$
\begin{align*}
& E_{P}=\frac{1}{2}\left(\mathbf{q}-\mathbf{q}^{0}\right)^{T} \mathbf{F}\left(\mathbf{q}-\mathbf{q}^{0}\right)=\frac{1}{2} \mathbf{Q}^{T} \mathbf{A}^{T} \mathbf{F A Q} \\
& E_{K}=\frac{1}{2} \dot{\mathbf{q}} \mathbf{H} \dot{\mathbf{q}}=\frac{1}{2} \dot{\mathbf{Q}}^{T} \mathbf{A}^{T} \mathbf{H} \mathbf{A} \dot{\mathbf{Q}} . \tag{9}
\end{align*}
$$

If the normalization condition is chosen so that $\mathbf{A}^{T} \mathbf{H A}=1$. this gives:

$$
E_{K}=\frac{1}{2} \dot{Q}^{T} \mathbf{Q}=\frac{1}{2} \sum_{k}^{n} \dot{Q}_{k}^{2}
$$

This also means that by multiplying the equations of motion (eqn (7)). on the left by $\mathbf{A}^{T}$ :

$$
\mathbf{A}^{T} \mathbf{F A}=\mathbf{A}^{T} \mathbf{H A} \mathbf{A}=\mathbf{A}
$$

which gives:

$$
\begin{equation*}
E_{P}=\frac{1}{2} \mathbf{Q}^{T} \Lambda \mathbf{Q}=\frac{1}{2} \sum_{\mathrm{k}}^{n} \Lambda_{k k} Q_{k}^{2}=\frac{1}{2} \sum_{\mathrm{k}}^{n} \omega_{k}^{2} Q_{k}^{2} \tag{9a}
\end{equation*}
$$

Because the potential and kinetic energies are now simple sums of squares of $Q_{i}$ and $\dot{Q}_{i}$, the co-ordinates Q are normal co-ordinates. Because

$$
E_{k}=\frac{1}{2} \sum_{k}^{n} Q_{k}^{2}
$$

involves no coefficients. the co-ordinates Q are also mass scaled.
Solution of eqn (7) for A and A with the normalization condition $\mathbf{A}^{T} \mathbf{H A}=1$ is accomplished by standard methods. for example. subroutine F02AEF from the Numerical Algorithms Group Library (Wilkinson \& Reinsch, 197 1). The complete dynamic behaviour of the system is then given by:

$$
\begin{equation*}
q_{j}=q_{j}^{0}+\sum_{k}^{n} A_{j k} \alpha_{k} \cos \left(\omega_{k} t+\delta_{k}\right), \tag{10}
\end{equation*}
$$

where $\alpha_{k}$ is the amplitude. $\omega_{k}$ the angular frequency and $\delta_{k}$ the phase of the $k$ th normal-mode of motion. The angular frequency is given by $\omega_{k}=\Lambda_{k k}^{\frac{1}{k}}$ and the phase, $\delta_{k}$. and amplitude, $\boldsymbol{\alpha}_{k}$. depend on the positions and velocities at time $t=0$.
Before this formalism can be applied to anv svstem, values are required for $\mathbf{q}^{0} . F$ and $H$. The equilibrium coordinates, $\mathbf{q}^{0}$. for which the system has a minimum potential energy can be found bv numerical methods used to minimize general functions, for example. VA09D from the Harwell Subroutine Library (Fletcher. 1972). For efficient' minimization. values of the gradient $\partial E_{P} / \hat{\partial} q_{j}$ should be calculated analytically. The matrix $F$. which contains the second derivatives of the potential energy with respect to the generalized co-ordinates. $\mathbf{q}$. is given by $F_{i j}=\partial^{2} E_{P} / \partial q_{i} \partial q_{j}$ at the equilibrium position $\mathbf{q}^{0} . F$ can be calculated analvticallv, but it is often easier to use numerical differentiation ${ }^{*}$ of $\partial E_{P} / \partial q_{i}$ to give:

$$
\begin{equation*}
F_{i j}=\frac{1}{\varepsilon}\left[\left(\frac{\partial E_{P}}{\partial q_{i}}\right)_{q_{j}=q_{j}^{0}+\varepsilon}-\left(\frac{\partial E_{P}}{\partial q_{i}}\right)_{q_{j}=q_{j}^{0}}\right] . \tag{l1}
\end{equation*}
$$

The matrix H . which contains the second derivatives of the kinetic energy with respect to the generalized velocities $\dot{\mathbf{q}}$. is given by $H_{i j}=\partial^{2} E_{K} / \partial \dot{q}_{i} \partial \dot{q}_{j}$ a t the equilibrium posit ion $\mathbf{q}^{0}$. If the svstem consists of $N$ points with masses $m_{l}$ and Cartesian \&-ordinates $\mathbf{r}_{l}$. the kinetic energy is given by:

$$
\begin{equation*}
E_{K}=\frac{1}{2} \sum_{T}^{N} m_{l} \dot{\mathbf{r}}_{l}^{2} . \tag{12}
\end{equation*}
$$

Small changes in the generalized co-ordinates. $\delta q_{i}$. cause small changes in the Cartesian co-ordinates that are given by:

$$
\delta \mathbf{r}_{l}=\sum^{n}\left(\partial \mathbf{r}_{l} / \partial q_{i}\right) \delta q_{i}
$$

If these changes occur in time $\delta t$. we have:
or

$$
\delta \mathbf{r}_{l} / \delta t=\sum_{i}^{n}\left(\partial \mathbf{r}_{l} / \partial q_{i}\right) \delta q_{i} / \delta t
$$

$$
\dot{\mathbf{r}}_{l}=\sum_{i}^{n}\left(\hat{o} \mathbf{r}_{l} / \partial q_{i}\right) \dot{q}_{i}
$$

Substituting for $\dot{\mathbf{r}}_{l}$ in eqn (12) gives:

$$
\begin{aligned}
E_{K} & =\frac{1}{2} \sum_{l}^{N} m_{l} \sum_{i}^{n} \frac{\partial \mathbf{r}_{l}}{\partial q_{i}} \dot{q}_{i} \sum_{j}^{n} \frac{\partial \mathbf{r}_{l}}{\partial q_{j}} \dot{q}_{j} \\
& =\frac{1}{2} \sum_{i}^{n} \sum_{j}^{n}\left(\sum_{l}^{N} m_{l} \frac{\partial \mathbf{r}_{l}}{\partial q_{i}} \cdot \frac{\partial \mathbf{r}_{l}}{\partial q_{j}}\right) \dot{q}_{i} \dot{q}_{j} .
\end{aligned}
$$

Comparison with eqn ( 2 ) gives:

$$
\begin{equation*}
H_{i j}=\sum_{T}^{X} m_{l} \frac{\partial \mathbf{r}_{l}}{\partial q_{i}} \cdot \frac{\partial \mathbf{r}_{l}}{\partial q_{j}} . \tag{13}
\end{equation*}
$$

Special at tent ion must be paid to the calculation of $\partial \mathbf{r}_{l} / \partial q_{i}$. Because the kinetic energy must not include overall translation and rotation of the system. the change $\delta \mathbf{r}_{l}$ caused by $\delta q_{i}$ must not change anv other $\mathbf{q}$ co-ordinate and not move or rotate the centre of mass. A completely
general numerical method of the calculation of H is given in section (b). below. For $m_{l}=1$. the matrix $H$ is the metric of the co-ordinate space: a distance $|\Delta \mathbf{r}|^{2}$ in Cartesian space is related to the distance in $\mathbf{q}$ space by:

$$
|\Delta \mathbf{r}|^{2}=\sum_{i, j}^{n} \Delta q_{i} H_{i j} \Delta q_{j} .
$$

This formalism can be used to solve the equations of motion of any system of point masses in any arbitrary system of generalized co-ordinates. The steps to be followed are: (1) define the Cartesian co-ordinates. $\mathrm{r}_{1}$. in terms of the generalized co-ordinates, $q_{i}$, and minimize the potential energy with respect to the co-ordinates $q_{i}$; (2) at the minimum, calculate F and H using eqns (11) and (13): (3) solve the equations of motion (eqn (7)) for A and A and express the motion of the generalized coordinates. $\mathbf{q}$. in terms of the normal co-ordinates $Q$ (eqns (8) and (10)).

## (ii) Time-a veraged properties

The particular path of atomic motion will depend on the initial conditions that determine the amplitude, $\alpha_{k}$. and phase. $\delta_{k}$. of each normal mode. Time-averaged properties of the motion depend only on the amplitudes $\alpha_{k}$ and are. therefore, of more general importance. Consider. for example. the correlation coefficient of pairs of co-ordinates that is given by $\left\langle\Delta q_{i}(\tau) \Delta q_{j}(\tau)\right\rangle$, where the ( $\rangle$ denote averaging over all time, $\tau$. From eqn (8):

$$
\Delta q_{i}(\tau)=q_{i}(\tau)-q_{i}^{0}=\sum_{\mathrm{k}}^{n} A_{i k} Q_{k}(\tau)
$$

and

$$
\begin{aligned}
\left\langle\Delta q_{i}(\tau) \Delta q_{j}(\tau)\right\rangle & =\left\langle\sum_{k}^{n} A_{i k} Q_{k}(\tau) \sum^{n} A_{j l} Q_{l}(\tau)\right\rangle \\
& =\sum_{k}^{n} \sum_{l}^{n} A_{i k} A_{j l}\left\langle Q_{k}(\tau) Q_{l}(\tau)\right\rangle .
\end{aligned}
$$

Aow

$$
Q_{k}(\tau)=x_{k} \cos \left(\omega_{k} \tau+\delta_{k}\right) \quad \text { and } \quad Q_{l}(\tau)=\alpha_{l} \cos \left(\omega_{l} \tau+\delta_{l}\right)
$$

so that:

$$
\left\langle Q_{k}(\tau) Q_{l}(\tau)\right\rangle= \begin{cases}0 . & \text { if } k \neq l \\ \alpha_{k}^{2} / 2, & \text { if } k=l\end{cases}
$$

(derived from

$$
\left.\frac{1}{\tau_{0}} \int_{a}^{\tau_{0}} \cos ^{2}(\omega \tau+\delta) \mathrm{d} \tau=1 / 2 \text { as } \tau_{0} \rightarrow \infty\right)
$$

Thus:

$$
\begin{equation*}
\left\langle\Delta q_{i}(\tau) \Delta q_{j}(\tau)\right\rangle=\frac{1}{2} \sum_{k}^{n} A_{i k} A_{j k} \alpha_{k}^{2} \tag{14}
\end{equation*}
$$

Generalization of the correlation coefficient to values of co-ordinates that are, at time interval $t$ apart gives:

$$
\begin{equation*}
\left\langle\Delta q_{i}(\tau+t) \Delta q_{j}(\tau)\right\rangle=\frac{1}{2} \sum_{k}^{n} A_{i k} A_{j k} \alpha_{k}^{2} \cos \omega_{k} t \tag{15}
\end{equation*}
$$

(derived as above using

$$
\begin{aligned}
&\left\langle Q_{k}(\tau\right.\left.+t) Q_{l}(\tau)\right\rangle \\
&=\frac{1}{\tau_{0}} \int_{0}^{\tau_{0}} \alpha_{k} \cos \left(\omega_{k}(\tau+t)+\delta_{k}\right) \alpha_{l} \cos \left(\omega_{l} \tau+\delta_{l}\right) \mathrm{d} \tau \\
&= \begin{cases}0 . & \text { if } k \neq l ; \\
\frac{1}{2} \alpha_{k}^{2} & \cos \omega_{k}{ }^{\text {t }}\end{cases} \\
&\text { if } k=\mathrm{I}) .
\end{aligned}
$$

Finally: consider some parameter $\Delta p_{i}$ of the svstem that is a linear function of the change in the generalized coordinates $\Delta q_{k}$. i.e.:

$$
\Delta p_{i}=\sum_{k}^{n} P_{i k} \Delta q_{k} .
$$

The correlation coefficients of the parameters $\Delta p_{i}$ are given by:

$$
\begin{align*}
\left\langle\Delta p_{i}(\tau) \Delta p_{j}(\tau)\right\rangle & =\sum_{T}^{n} \sum_{m}^{n} P_{i l} P_{j m}\left\langle\Delta q_{l}(\tau) \Delta q_{m}(\tau)\right\rangle \\
& =\frac{1}{2} \sum_{k}^{n} \sum_{T}^{n} \sum_{m_{k}}^{n} P_{i l} P_{i m} A_{l k} A_{m k} \alpha_{k}^{2}  \tag{16}\\
& =\frac{1}{2} \sum_{k}^{n} P_{i k}^{\prime} P_{j k}^{\prime} \alpha_{k}^{2},
\end{align*}
$$

where

$$
P_{i k}^{\prime}=\sum^{n} P_{i l} A_{l k} \text { and } P_{j k}^{\prime}=\sum_{m}^{n} P_{j m} A_{m k}
$$

One of the most commonlv used transformations is from generalized co-ordinates $\mathbf{q}$ to Cartesian co-ordinates r. In this case $P_{i l}=\partial \mathbf{r}_{i} / \partial q_{i}$; the transformation matrix P is also used in the calculation of H .

## (iii) Thermal amplitudes

The amplitude $\alpha_{k}$ of a particular normal mode depends on the temperature. In classical dynamics. each normal mode will have a time-averaged potential energy of $\frac{1}{2} k_{B} T$ above the value at the minimum ( $k_{B}$ is Boltzmann's constant and $T$ is the absolute temperature). The potential energy of anv one mode is $\frac{1}{2} \omega_{k}^{2} Q_{k}^{2}(\tau)$ (eqn (9a)) and the time-averaged' value is:

$$
\begin{align*}
\frac{1}{2} \omega_{k}^{2}\left\langle Q_{k}^{2}(\tau)\right\rangle & =\frac{1}{2} \omega_{k}^{2} \alpha_{k}^{2}\left\langle\cos ^{2}\left(\omega_{k} \tau+\delta_{k}\right)\right\rangle \\
& =\frac{1}{4} \omega_{k}^{2} \alpha_{k}^{2}=\frac{1}{2} k_{B} T . \tag{17}
\end{align*}
$$

Thus, the classical mean-square fluctuation of $Q_{k}$ is:

$$
\left\langle Q_{k}^{2}(\tau)\right\rangle_{c l}=k_{B} T / \omega_{k}^{2}
$$

This also gives:

$$
\alpha_{k}=\left(2 k_{B} T / \omega_{k}^{2}\right)^{1 / 2}
$$

so that all the time-averaged properties dependent on $\alpha_{k}$ also depend on temperature.
In quantum mechanical dynamics. each mode will behave like an harmonic oscillator with energy levels $\hbar \omega_{\text {, }}$ apart. where $\hbar$ is Planck's constant $/ 2 \pi$. The mean-square fluctuation of the normal-mode variable $Q_{k}$ is related to the temperature (Kubo. 1967) by:

$$
\begin{equation*}
\left\langle Q_{k}^{2}(\tau)\right\rangle_{q m}=\frac{\hbar}{2 \omega_{k}} \operatorname{coth}\left(\frac{\hbar \omega_{k}}{2 k_{B} T}\right)=\frac{1}{2} \alpha_{k}^{2} . \tag{18}
\end{equation*}
$$

When $y$ is small,

$$
\operatorname{coth}(\mathrm{y})=\left(\mathrm{e}^{y}+\mathrm{e}^{-y}\right) /\left(\mathrm{e}^{y}-\mathrm{e}^{-y}\right)
$$

tends to $1 / y$ and $\left\langle Q_{k}^{2}(\tau)\right\rangle_{q m}$ tends to $k_{B} T / \omega_{k}^{2}$. which is the classical value. At $300 \mathrm{~K} . y=v_{k} / 417$ for the frequency $v_{k}$ $\left(=\omega_{k} / 2 \pi\right)$ expressed in reciprocal centimetres. Because $v_{k}$ is much less than $200 \mathrm{~cm}^{-1}$ for most of the protein normal modes calculated here. $y$ is small and the quantum mechanical and classical treatments give almost identical results at room temperature.

## (b) Normal modes of a protein

The above formalism is completely general. Here it is applied to the calculation of the normal modes of 4 proteins: BPTI. crambin, ribonuclease A and lvsozvme. All co-ordinates were taken from the Brookhaven Prbtein Data Bank and have reference numbers 4PTI. ICRN. 4RSA and 6LYZ. respectively.
The generalized co-ordinates used are the $\phi, \psi$ and $\chi$ torsion angles about single bonds. together with the 6 coordinates of the rigid-body translation and rotation of the entire molecule. The number of residues and torsion angles are as follows: BPTI, 58 residues. 208 angles; crambin, 46 residues, 139 angles; ribonuclease. 124
residues, 455 angles: and lysozyme. 129 residues. 471 angles. The potential energy function. the scheme for calculating first derivatives and the minimization algorithm are those used in a previous study of protein folding (Levitt. 1983c) and have been described therein. The S-S bonds are kept closed by a bonding force. but no other restraints are imposed. It is important to note that the minimum energy conformation must be determined precisely for the quadratic expansion of the potential energy (eqn (1)) to hold. This is achieved by use of double-precision arithmetic (16 significant, figures) and the convergent VA09D minimization algorithm (Fletcher, 1972: see Harwell Subroutine Library).

Once the equilibrium values of the torsion angles, $q_{i}^{0}$. have been determined. the matrix elements $F_{i j}=\partial^{2} E_{P} \mid$ $\partial q_{i} \partial q_{j}$ are calculated by numerical differentiation (eqn (11)) with $\varepsilon=10^{-9}$ radians. This gives $F_{i j}$ values accurate to 8 decimal places. For BPTI. minimization of the potential energy to convergence requires less than 500 evaluations of the energy and its first derivatives and calculation of the $F$ matrix requires another 208 evaluations. In principle. $F_{i j}$ could have been calculated analytically using formulae given before (Levitt, 1972: Sander \& Stern. 1979: Katz et al.. 1979: Noguti \& ('̄̄. 19833). For a molecule as large as a protein. the analytical calculation is not very efficient: as $F$ is only needed at one conformation, $\mathbf{q}^{0}$, numerical differentiation is quite satisfactory.

The matrix $H$ is also calculated numerically as described above (eqn (13)). At the equilibrium' coordinates $\mathbf{q}^{0}$, one of the torsion angle variables $q_{i}$ is changed to $q_{i}=q_{i}^{0}+\varepsilon_{i}$, causing the Cartesian co-ordinates of the atoms to change from $\mathbf{r}_{l}^{0}$ to $\mathbf{r}_{l}$. Torsional rotation about a particular bond can move the centre of mass. This centre of mass motion must be eliminated by superimposing the co-ordinates $r$ as a rigid body onto the initial co-ordinates $\mathbf{r}^{0}$. Use of transformation matrices (Kabsch. 1976: McLachlan. 1979)._calculated with Cartesian co-ordinates multiplied by $\sqrt{m}$, gives a new set of Cartesian co-ordinates $\mathbf{r}^{\prime}$ from which all overall rotation or translation of the molecule has been eliminated. The transformation $\partial \mathbf{r}_{l} / \partial q_{i}$ is now calculated as $\left(\mathbf{r}_{l}^{\prime}-\mathbf{r}_{l}^{0}\right) / \varepsilon_{i}$. Repeating the procedure for everv torsion angle gives the complete $H$ matrix (see eqn (1’3)). Here $\varepsilon_{i}=0.001$ radians is found to work well. The transformation matrix $\partial \mathbf{r}_{l} / \partial \mathbf{q}_{i}$ also converts torsion angles to Cartesian co-ordinates and is used to calculate molecular properties from the normal modes (see section (a), (ii). above). An elegant analytical calculation of H has been published bv Soguti \& Gō (1983a).

## (c) Units

The units used in these calculations require some explanation. Energy is expressed in kilocalories per mole. mass in grammes per mole and distance in ångstrom units. With these choices, 1 unit, of time is equal to $t_{0}=4.8888 \times 10^{-14} \mathrm{~s}$ (based on the U.S. National Bureau of Standards definition of $1 \mathrm{kcal}=4.184 \times 10^{10} \mathrm{erg}$ ( $\left.1 \mathrm{erg}=10^{-7} \mathrm{~J}\right)$ ). An angular frequency of $\omega$ radians per time-unit is $\omega / t_{0}$ radians per second and corresponds to a frequency $v=\omega / 2 \pi=\omega /\left(2 \pi t_{0}\right)$ cycles per second. The frequency in reciprocal centimetres is $v=\omega /\left(2 \pi c t_{0}\right)$ $=108.59 \mathrm{\omega cm}^{-1}$ (where $c$, the speed of light $=2.9979 \times 10^{10} \mathrm{~cm} / \mathrm{s}$.

## (d) Computing considerations

One of the major advantages of protein normal-mode dynamics is that requirements of computer resources are
much smaller than with molecular dinamics. For the protein BPTI. which has 515 atoms and 208 single-bond torsion angles. one evaluation of the potential energy and i $t \mathrm{~s}$ analytical first derivatives takes $2_{0} 0$ s (all times are c.p.u. time for the VAX $11 / 780$ computer). Reaching the potential energy minimum takes 2 h . calculating the $F$ and H matrices numerically takes 90 min . and doing the full analvsis presented here takes 30 min . Thus. the entire normal-mode treatment takes 4 h . For a protein twice as large as BPTI (e.g. lvsozvme). the time requirement is 26 h (i.e. about 6 times as much). Virtual memory requirements are $Z$ Mbvte for BPTl and 4 Mbytes for lvsozvme.

## 3. Results

## (a) Tests on alanine hexapeptide

The method introduced here for calculating the vibrational modes with respect to the single-bond torsion angles involves numerical differentiation and complicated matrix algebra. We felt it was essential to test the new method against results obtained with the established method for calculating the normal modes in Cartesian co-ordinates (Lifson \& Warshel, 1968; Lifson \& Stern. 1982). Using only torsion angle co-ordinates is equivalent to keeping all bond lengths and bond angles fixed. As the bond lengths and bond angles become stiffer, the low-frequency vibrations in Cartesian coordinates should become like those calculated with the subset of single-bond torsion angles. Test calculations done on the extended form of alanine hexapeptide show this trend. For very stiff bond lengths, bond angles and double-bond torsion angles, the vibrational frequencies and normal modes are identical in both co-ordinate systems. This severe test of the method using two completely independent programs verifies that the new method works.

## (b) Tests on four proteins

## (i) Minimization in torsion angle space

Normal-mode dramics was begun by minimizing the molecular potential energy with respect to the $\phi, \psi$ and $\chi$ single-bond torsion angles. The starting conformations used were: for BPTI, X, the X-rav co-ordinates (Huber et al., 1971; Deisenhofer \& Steigemann, 1975) and E130, the co-ordinates after 130 picoseconds of molecular dynamics and minimization in Cartesian space (Levitt, 1983b); for crambin. X. the X-ray co-ordinates (Hendrickson \& Teeter, 1981); for ribonuclease, X, the X-rav coordinates (Wlodawer \& Sjölin, 1983) and EX, the co-ordinates after 100 steps of minimization in Cartesian space; for lysozvme. X. the X-ray coordinates (Blake et al.. 1965,1967 ). The energy value after minimization, the r.m.s. deviation from the X-ray structure and the number of energy evaluations are given in Table 1. More cycles of minimization are needed for the larger proteins; in all cases the energy change over the last 50 steps is less than $0.1 \mathrm{kcal} / \mathrm{mol}$ and the final r.m.s. gradient is less than $10^{-5} \mathrm{kcal} / \mathrm{mol}$ radian.

The total potential energy (torsion plus nonbond) of each protein is approximately dependent on the size of the molecule: the potential energy per residue is between -4.3 and $-5.8 \mathrm{kcal} / \mathrm{mol}$. The vibrational free energy (AH-TAS) is a more accurate linear function of the size of the molecule: the free energy per torsion angle is $0.89 \pm 0.02 \mathrm{kcal} /$ mol. The entropy per mode is also very similar for all four proteins ( $2 \cdot 50 \pm 0.03 k_{B}$ ).

Minimization causes a r.m.s. deviation from the X-rav structure of between 0.68 and $2.58 \AA$. These deviations are comparable to those found by molecular dynamics simulations (Levitt, 1983a). By studying two conformations of BPTI (TX and

Table 1
Minimum energy values and r.m.s. deviations

| Protein |  | Residues | No. of torsion angles | Atoms | Energy (kcal mol) |  |  |  | r.m.s. deviation $\Delta r_{A}(\AA) \S$ | Evaluations to minimum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Torsion | Non-bond | $\Delta H_{+}^{+}$ | $-T \Delta S_{\ddagger}^{\dagger}$ |  |  |
| BPTI $\dagger$ | TX | 58 | 208 | 515 | 14 | -263 | 125 | - 322 | $1 \cdot 54$ | 520 |
|  | TE130 | 58 | 208 | 515 | 16 | -293 | 125 | -314 | $2 \cdot 58$ | 341 |
| Crambin | TX | 46 | 139 | 374 | 3 | -206 | 84 | -210 | $0 \cdot 68$ | 243 |
| Ribonuclease | TX | 124 | 455 | 1109 | 33 | -729 | 274 | -676 | 1-14 | 958 |
|  | TEX | 124 | 455 | 1109 | 28 | - 747 | 274 | -677 | $1 \cdot 35$ | 775 |
| Lysozgme | TX | 129 | 471 | 1167 | 32 | -634 | 284 | -695 | 0.89 | 687 |

$\dagger$ For BPTI. TX is the conformation obtained by torsion angle minimization from X, the X-ray co-ordinates, and TE130 is the corresponding conformation from E130, the co-ordinates after 130 ps of molecular dynamics at 300 K (Levitt. 1983a). For ribonuclease TEX is the conformation obtained by torsion angle minimization from EX. the co-ordinates after 100 steps of Cartesian co-ordinate minimization from X. the X-ray conformation. For the other two proteins. the results presented are for the TX conformation.
$\ddagger$ The vibrational enthalpy. AH. and entropy. AS. are calculated from the normal-mode frequencies $v_{i}$ using the established formulae (Hagler et al.. 1979):

$$
\begin{gathered}
\Delta H=\sum_{i}\left\{h v_{i} / 2+h v_{i} /\left(\mathrm{e}^{h v_{i} / k_{B} T}-1\right)\right\} \\
-T \Delta S=\sum\left\{k_{B} T \ln \left(1-\mathrm{e}^{-h v_{i} / k_{B} T}\right)-h v_{i} /\left(\mathrm{e}^{h v_{i} k_{B} T}-1\right)\right\},
\end{gathered}
$$

where $h$ is Ylanck's constant. $T$ is the absolute temperature. and $k_{B}$ is Boltzmann's constant. At $T=300 \mathrm{~K}, k_{B} T / h=417 \mathrm{~cm}^{-1}$.
§ The r.m.s. deviation is calculated after superposition of the co-ordinates as described before (Levitt, 1983a). All atoms are included in the superposition and the calculation of the r.m.s. deviation.

TE130) and ribonuclease (TX and TEX). we test the sensitivity of normal-mode dynamics to shifts of this magnitude.

## (ii) Distribution of frequencies

The frequency distributions of the four proteins are compared in Figure 1 and properties of these distributions are summarized in Table 2. These distributions are similar in that thev are all skewed towards high frequency, the mean frequency is close to $60 \mathrm{~cm}^{-1}$ and the percentage of low frequencies (below $20 \mathrm{~cm}^{-1}$ ) is about $15 \%$. In each protein, there are a few frequencies greater than $220 \mathrm{~cm}{ }^{-1}$; these are due to the disulphide bonds that, are the only bonds free to vibrate with torsion angle variables. (There are $3 \mathrm{~S}-\mathrm{S}$ bonds in BPTI and crambin and $4 \mathrm{~S}-\mathrm{S}$ bonds in ribonuclease and lysozyme.)

Other features of the distributions depend on the particular protein. The larger proteins. ribonuclease and lysozyme. have a smaller lowest frequency The position of the peak frequency (see Table 2) indicates that crambin is the least flexible molecule and that BPTI and ribonuclease are most flexible. Relaxing the X-ray conformation in Cartesian space as done for BPTI (TE130) and ribonuclease (TEX) reduces the lowest frequency, but gives fewer modes below $20 \mathrm{~cm}-{ }^{1}$.

## (iii) Amplitude of vibration

Table 2 also compares the average r.m.s. fluctuations of a-carbon atoms and backbone torsion angles. The $\phi$ and $\psi$ fluctuations are very similar for the four proteins (mean $\sigma_{\phi}=16 \cdot 2 \pm 0 \cdot 5^{\circ}$, mean $\sigma_{\psi}=16.5 \pm 0.5^{\circ}$ ), with $\psi$ consistent lv showing a slightly larger extent of motion. The ${ }^{6}$ r-carbon fluctuations show more variation (mean $\sigma_{\alpha}=0.56 \pm 0.06 \AA$ ). For BPTI the conformation obtained after 130 picoseconds of molecular dynamics is better packed, with a lower non-bond energy. and less flexible, with a lower vibrational entropy and smaller $\sigma_{\alpha}$.


Figure 1. Showing the vibrational spectra calculatea here with single-bond torsion angle variables. The number of modes with frequencies in a $10 \mathrm{~cm}^{1}$ interval is plotted against frequency to give a density of states distribution. If each mode had the same intensity and a half line-width of $5 \mathrm{~cm}-{ }^{-1}$ the intensity envelope would be like the distribution shown. The spectra shown are for: (a) BPTI. (b) crambin. (c) ribonuclease and (d) lysozyme.

## (c) Motion in secondary structure

The four proteins studied here have different tertiary structures, but each has regions of cc-helix and $\beta$-sheet secondary structure. Here we show that these regions vibrate with distinctive frequencies and amplitudes. Because these findings were similar for the different proteins, detailed results are presented only for one protein, BPTI.

Figure 2 shows that the dominant frequencies of $\phi$ and $\psi$ torsion angle vibration of BPTI depend on

Table 2
Comparison of frequencies and fluctuations

| Protein |  | Frequency ( $\mathrm{cm}^{-1}$ ) |  |  | Number of modes |  |  | r.m .s. fluctuations $\ddagger$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lowest | Peak | Mean | Total | $<20 \mathrm{~cm}^{-1}$ | $70 \%$ of $\sigma_{\alpha} \dagger$ | $\sigma_{a}(\AA)$ | $\sigma_{\phi}\left({ }^{\circ}\right)$ | $\sigma_{\psi}\left({ }^{\circ}\right)$ |
| BPTI | TX | $4 \cdot 6$ | 38 | $58 \cdot 7$ | 208 | 35 | 8 | 0.55 | 16.6 | 16.9 |
|  | TE130 | 3.9 | 37 | $61 \cdot 6$ | 208 | 28 | 5 | 0.51 | $17 \cdot 2$ | $17 \cdot 3$ |
| Crambin <br> Ri bonuclease | TX | $4 \cdot 4$ | 41 | $60 \cdot 0$ | 139 | 19 | 3 | 0.53 | $15 \cdot 7$ | 16.5 |
|  | TX | 2.3 | 34 | $62 \cdot 9$ | 455 | 58 | 4 | $0 \cdot 67$ | $15 \cdot 7$ | 15.8 |
|  | TEX | $2 \cdot 4$ | 32 | $63 \cdot 2$ | 455 | 62 | 4 | $0 \cdot 68$ | 16.2 | $16 \cdot 2$ |
| Lysozyme | TX | $3 \cdot 0$ | 37 | $64 \cdot 0$ | 471 | 60 | 8 | $0 \cdot 56$ | $15 \cdot 9$ | $16 \cdot 2$ |

[^2]

Figure 2. Showing how the average r.m.s. fluctuation of all 208 BPTI $\phi, \psi$ and $\chi$ torsion angles. $\sigma_{q}^{k}$, depends on frequency and secondary structure. The top graph plots $\sigma_{q}^{k}$ averaged over all residues. The other curves plot the r.m.s. fluctuation averaged over only those torsion angles $(\phi . \psi, \chi)$ in particular regions of the structure (Q-sheet. a-helix, turns and side-chains). These values are normalized by dividing by $\sigma_{q}^{k}$ to give an amplitude ratio defined as $\left\{\sum_{i}\left(\sigma_{q i}^{k}\right)^{2}\right\}^{1 / 2} / \sigma_{q}^{k}$. where the r.m.s. fluctuation of the ith torsion angle in mode $k$ is $\sigma_{q i}^{k}=\left\langle q_{i}^{k}(\tau)^{2}\right\rangle^{1 / 2}$ $=A_{i k} \alpha_{k} / 2^{1 / 2}$ (from eqn (14)). and the sum is over all torsion angles in a particular class. The regions of secondary structure are as follows: P-sheet. 16 to 24.29 to 36. 44 to 46 : a-helix. 2 to 6 . 47 to 56 ; turn. the remainder. In this paper. when we refer to a-helix we generally include $3_{10}$-helix (e.g. residues 2 to 6 of BPTI ). In the plots of the normalized regional r.m.s. fluctuations. values less than unitv were de-emphasized by using light broken lines.
the nature of the secondary structure of the particular residue with which the torsion angle is associated. In particular, for P -sheet there is a broad band of dominant frequencies from 15 to 40 cm ? for or-helix there are a number of discrete peaks from 55 to $115 \mathrm{~cm}^{-1}$ and for turns there are peaks from 4 to $73 \mathrm{~cm}^{1}$. The side-chain $\chi$ torsion angles have dominant frequencies above $40 \mathrm{~cm}{ }^{-1}$. Although there is a separation of frequency ranges, the torsion angle vibration of, sar. the tor-helical residues is still made up of many different modes (at least eight). The lower frequencies of P -sheet compared to a-helix are expected since the P-hairpin is a much softer structure than the or-helix. The higher frequency of the side-chain torsion angles occurs because the side-chains are
lower in mass than the elements of secondary structure. The low frequencies (and large amplitudes) of the loops occur because these residues are not subject. to strong restraining forces.

The same general features are seen for the other three proteins, with some significant differences for the two larger proteins, ribonuclease and lysozyme: for $P$-sheet there are additional high frequencies above $100 \mathrm{~cm}^{-1}$. for $\alpha$-helix there are peaks up to $150 \mathrm{~cm}^{-1}$, and for the side-chains the band of frequencies starts above $50 \mathrm{~cm}^{-1}$.

Figure 3 shows the r.m.s. fluctuation of each a-carbon atom, $\sigma_{\alpha i}$, as a function of position along the BPTI polypeptide chain. The results for the TX and TE130 conformations are almost identical, indicating their insensitivity to r.m.s. differences of conformation of $2.5 \AA$ (all atoms) and $1.8 \AA$ (a-carbon atoms). The fluctuations are smallest for residues involved in a-helix and /?-sheet secondary structure and largest for residues in the exposed turns and at the chain termini. $\sigma_{\alpha i}=\left\langle\Delta \mathbf{r}_{\alpha i}(\tau)^{2}\right\rangle^{1 / 2}$ is calculated as:

$$
\left\{\sum_{k}^{n}\left(\sigma_{a i}^{k}\right)^{2}\right\}^{1 / 2}
$$

where $\sigma_{\alpha i}^{k}$, the r.m.s. fluctuation of the ith a-carbon atom due to mode $k$, is given by:

$$
\begin{aligned}
\sigma_{\alpha i}^{k} & =\left(\Delta \mathbf{r}_{\alpha i}^{k}-\Delta \mathbf{r}_{\alpha i}^{k}\right)^{1 / 2} \\
\Delta \mathbf{r}_{\alpha i}^{k} & =\sum^{n}\left(\partial \mathbf{r}_{\alpha i} / \partial q_{j}\right) A_{j k} \alpha_{k} / 2^{1 / 2}
\end{aligned}
$$

$\mathbf{r}_{\alpha i}$ is the position vector of the ith cc-carbon atom, $q_{j}$ is the $j$ th torsion angle, $A_{j k}$ are the elements of the matrix that transforms normal mode co-ordinates to torsion angles and $\alpha_{k}$ is the thermal amplitude of the $k$ th normal mode (see eqn (16)). This calculation assumes a linear dependence between $\mathbf{r}_{\alpha i}$ and $q_{j}$ that is not valid for large amplitude torsional vibration. At 300 K . relaxing this assumption has a very small effect on $\sigma_{\alpha i}$. Both $\sigma_{\alpha i}$ and $\sigma_{\alpha i}^{k}$ can be further summed over all the residues $i$ giving averaged r.m.s. fluctuations:
and

$$
\begin{aligned}
& \sigma_{\alpha}=\left\{\sum_{i}^{N}\left(\sigma_{\alpha i}\right)^{2} / N\right\}^{1 / 2} \\
& \sigma_{\alpha}^{k}=\left\{\sum_{i}^{N}\left(\sigma_{\alpha i}^{k}\right)^{2} / N\right\}^{1 / 2} .
\end{aligned}
$$

The fluctuations of the $\phi$ and $\psi$ torsion angles show a different variation with position along the chain (see Fig. 4). Although torsion angles in a-helices show small fluctuations, those in P-sheet are of average magnitude. These results, which are also found for the other three proteins. indicate that a region of chain. like a $\beta$-sheet, which has considerable local torsion angle motion need not have large overall a-carbon motion.

## (d) Temperature factors

The atomic fluctuations calculated for each atom can be compared with fluctuations deduced from the crivstal structure analysis. Because the


Figure 3. Showing for BPTI how the r.m.s. fluctuation of each $\alpha$-carbon atom, $\sigma_{\alpha i}$, varies with residue number. $i$. The vibration is least for residues in a-helix or /?-sheet secondary structure and most for residues at the chain termini or the exposed loops. The results shown bv the hearr unbroken line with circles for each data point are for the TX conformation: the data points for the TE130 conformation. shown as diamonds connected by a light unbroken line are almost identical.
crystallographic experiments give temperature factors (or B values) we use these in the comparison (see Table 3): the relationship between temperature factor, $B$, and atomic fluctuation? $\sigma$, is given by $B=8 \pi^{2} \sigma^{2} / 3$. The magnitude of the a-carbon $B$ values are close to the experimental values in all cases except for lysozyme, where the experimental value is twice as large. This may be due to the lower resolution and different method of $B$-value refinement used for lvsozvme (Sternberg et al.. 1979). The agreement for the individual atomic temperature factors is good with correlation coefficients between $0 \cdot 40$ and $0 \cdot 86$.

Figure 5 shows the individual $\alpha$-carbon temperature factors calculated and observed for all four proteins. The calculated values show the same variation with residue number seen for the $\sigma_{\alpha i}$ (see Fig. 3): regions of a-helix and P -sheet secondari structure have low $B$ values ( $\approx 5 \AA^{2}$ ), and turns and


Figure 4. Showing for BPTI how the r.m.s. torsional fluctuations $\sigma_{\phi i}(\cdot \cdot \cdot \cdot)$ and $\sigma_{\psi i}(\ldots)$ vary with residue number. $i$. These quantities are calculated by averaging over all normal modes using. e.g. $\sigma_{\phi i}=\left\{\sum_{k}^{n}\left(\sigma_{\phi i}^{*}\right)^{2}\right\}^{1 / 2}$. where $\sigma_{\phi i}^{k}$, the r.m.s. fluctuation in torsion angle $\phi_{i}$ due to mode $k$ is given by $A_{i k} \alpha_{k} / 2^{1 / 2}$.
chain termini have high values ( $\approx 20 \AA^{2}$ ). Many of the regions of high calculated $B$ value also correspond to high observed values. In general, the calculated values are too low in regions of secondary structure and are too high in the turn regions.

## (e) Low frequency motion

Figure 6 shows the contribution of different modes to the average r.m.s. fluctuation of a-carbon atoms and torsion angles in BPTT. For a-carbons. $\sigma_{\alpha}^{k}$ decreases very rapidly with mode number $k:$ the r.m.s. fluctuation due to the eight lowest modes, $\sigma_{\alpha}^{1}$ to8 , is $>70^{\circ} \%$ of that for all modes? $\sigma_{\alpha}$. For the torsion angles: $\sigma_{q}^{k}$ decreases more slowly with mode number: the r.m.s. fluctuations due to the eight lowest modes is $30 \%$ of that for all modes. Similar results are obtained for all the other proteins studied: the number of lowest modes that give $70 \%$ of $\sigma_{\alpha}$ is between 3 for crambin and 8 for lysozyme (Table 2). In ribonuclease, $70 \%$ of $\sigma_{\alpha}$ is due to only $0.9 \%$ of the modes. It should be noted that because $\sigma$ is a r.m.s. quantity, it is more appropriate to consider percentage contributions to $\sigma^{2}$. When this is done, a contribution of $70 \%$ to $\sigma$ is seen to be equivalent to a contribution of only $50 \%$ to $\sigma^{2}$. High frequency modes that result in verv small x-carbon fluctuation still have appreciable" torsion angle fluctuation; these torsion angle changes must be locally correlated so as not to move the a-carbon atoms. Because of their dominant contribution to the overall atomic motion of the backbone? the lou frequency modes are considered individuallv in the analysis presented below.

## (i) Backbone motion in BPTI

Figure 7 shows how the r.m.s. fluctuation of each a-carbon atom, $\sigma_{\alpha i}^{k}$, varies with position along the

Table 3
Comparison of experimental and calculated temperature factors ( B ralues) ${ }^{\dagger}$

| Protein | Mean ( $\mathrm{C}^{\alpha}$ atoms) |  | Correlation coefficient of obs. and calc. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Obs. | Calc. | All§ | $C^{*}$ | Main | Side |
| BPTI $\ddagger$ (old) | $11 \cdot 4$ | 8.0 | 0.54 | 0.86 | 0.78 | $0 \cdot 40$ |
| (new) | $14 \cdot 6$ | 8 -0 | 0.65 | 0.65 | 0.65 | 0.59 |
| ('rambin | $5 \cdot 8$ | $7 \cdot 2$ | 0.60 | 0.74 | 0.53 | 0.55 |
| Ri bonuclease | $10 \cdot 6$ | 11.8 | 0.59 | 0.57 | 0.56 | 0.57 |
| Lysozymel\| | 18.0 | $9 \cdot 2$ |  |  | 0.56 | 0.60 |

[^3]$$
C C=(\langle p q\rangle-\langle p\rangle\langle q\rangle) ;\left\{\left(\left\langle p^{2}\right\rangle-\langle p\rangle^{2}\right)\left(\left\langle q^{2}\right\rangle-\langle q\rangle^{2}\right)\right\}^{1 / 2}
$$
| Experimental $B$ values of lysozyme (M. Sternberg. personal communication) were not refined for individual atoms: instead a single value was used for the main-chain and side-chain atoms of each residue. Thus. it is not possible to give the correlation coefficient for All and ${ }^{\alpha}$. (Since the observed main-chain atoms include the ( ${ }^{\beta}$ atoms. the calculated values do as well.)
chain for each of the eight lowest frequency modes of BPTI. The variations of $\sigma_{\alpha i}^{1 \text { to } 8}$, the total r.m.s. fluctuation of each residue for modes 1 to 8 , and of $\sigma_{\alpha i}$, the total r.m.s. fluctuation of each residue for all 208 modes, are also shown. $\sigma_{\alpha i}$ and $\sigma_{\alpha i}^{1 \text { to } 8}$ are almost identical in their variation with residue number, $i$ (correlation coefficient 0.97 ), and both show the same correlation with secondary structure discussed before.

As:

$$
\sigma_{\alpha i}^{1 \text { to } 8}=\left\{\sum_{k=1}^{8}\left(\sigma_{\alpha i}^{k}\right)^{2}\right\}^{1 / 2}
$$

it is of interest to see how the characteristic shape of $\sigma_{\alpha i}^{1 \text { 10 } 8}$ is built up from the $\sigma_{\alpha i}^{k}$ curves. Both $\sigma_{\alpha i}^{1 \text { to }} 8$ and $\sigma_{\alpha i}$ have peaks at residues 1.9.13.15. 26. 40 and 58. None of the individual $\sigma_{x i}^{k}$ curves has all these features. The peak at residue 1 comes from modes 3 . 4 and 6: that at residue 9 from modes 3 and 4: that at residue 13 from modes 1. 2,5 and 8 : that at residue 15 from mode 1 ; that at residue 26 from modes 2. 3. 4. 5 and 6 ; that at residue 40 from modes 1. 4 and 7 : and that at residue 58 from modes 3. 5. 6 and 7. Thus, the very reasonable variation of $\sigma_{\alpha i}^{1 \text { to } 8}$ with residue number comes from the eight modes acting together; if any one mode were to be omitted, the curve would change noticeably.

In the other three proteins, the r.m.s. a-carbon fluctuation due to the eight lowest modes, $\sigma_{\alpha i}^{1 \text { to } 8}$, is also very similar to that due to all modes, $\sigma_{x i}$ (correlation coefficients of $0.99,0.92$ and 0.92 for crambin. ribonuclease and lysozyme, respectively). In each case. the r.m.s. $\alpha$-carbon fluctuation due to the lowest mode, $\sigma_{\alpha i}^{1}$, is also similar to $\sigma_{\alpha i}$ for all modes (correlation coefficients of $0 \cdot 82.0 \cdot 80$ and 0.77 for crambin, ribonuclease and lysozyme, respectively).

The motion of the a-carbon atoms in the eight
lowest frequency modes of BPTI is shown in three dimensions in Figure 8. When viewed stereoscopically, the arrows show the nature of the motion clearly. The motion was further investigated by generating 20 conformations for each mode and displaying and filming these conformations on a high-speed vector graphics device.

The general impression obtained from viewing the motion on the computer graphics display is of rocking, twisting, rolling, pivoted rotation and breathing (opposed translation of adjacent segments). These motions involve segments of four or five residues that are about $10 \AA$ in extent. The motions are also collective in that they involve simultaneous motion of all parts of the protein molecule. In the following we give a subjective description of each mode. This gives an intuitive understanding of the nature of the motion that can occur in proteins; the detailed dynamics of each mode will depend on the potential energy functions used. The arrows in Figure 8 give a surprisingly good static representation of the motion, especially when viewed stereoscopically.

Mode 1 involves the rotation of residues 12 to 17 and 37 to 40 at the top of the molecule. Residues 1 to 8 move as a rigid segment from right to left in an arm-swinging motion. Motions of the rest of the molecule are small.

Mode 2 involves a characteristic bending motion in which the top and bottom of the molecule move to the left as the central section moves to the right. This mode would be expected to be one of the dominant low-frequency bending vibrations of an isotropic elastic solid that has the elongated shape of BPTI. There is a noticeable twisting of the p-hairpin.

Mode 3 involves concerted rotation of residues 57 to $58,1,25$ to 27 and 8 to 9 about a centre close to the centroid of the molecule; the rotation occurs in


Figure 5. Comparing the experimental (....) and calculated (—_) variations with residue number of the a-carbon $B$ values (temperature factors). The ith calculated $B$ value is derived from the r.m.s. fluctuation of the ith z-carbon atom when all modes are excited at 300 K . The 4 graphs show: (a) BPTI. (b) crambin. (c) ribonuclease and (d) lysozyme. Regions of $\alpha$-helix and P-sheet secondary structure (Kabsch \& Sander. 1983) are shown as unbroken lines.


Figure 6. Showing for BPTI how the average r.m.s. fluctuations of the cc-carbon atoms. $\sigma_{\alpha}^{k}$. and single-bond torsion angles. $\sigma_{q}^{k}$, depend on the frequency of the mode $k$. The value of $\sigma_{\alpha}^{k}$ drops rapidly as the frequency increases. with $\sigma_{\alpha}^{208} / \sigma_{\alpha}^{1}$ $=0.005$. This means that the low frequencies make the major contribution to $\sigma_{\alpha}$, the -average r.m.s. ( ${ }^{\alpha}$ fluctuation due to all modes. On the other hand, $\sigma_{q}^{k}$ drops rather slowly as the frequency increases. with $\sigma_{q}^{208} / \sigma_{q}^{1}=0.08$. This means that the average r.m.s. torsion angle fluctuation due to all modes. $\sigma_{q}$. depends on vibrations over a wide range of frequencies.


Figure 7. Showing for BPTI the variation with residue number $i$ of the r.m.s. fluctuation of each a-carbon atom. $\sigma_{\alpha i}^{k}$. as a result of the 8 lowest frequency modes ( $k=1$ to 8 in (a) to (h). respectively). The total r.m.S. fluctuation for these 8 modes toget her, $\sigma_{\alpha i}^{1108}=\left\{\sum_{k=1}^{8}\left(\sigma_{\alpha i}^{k}\right)^{2}\right\}^{1 / 2}$. and the total r.m.s. fluctuation for all 208 modes, $\sigma_{\alpha i}=\left\{\sum_{k=1}^{208}\left(\sigma_{\alpha i}^{k}\right)^{2}\right\}^{1 / 2}$, are also shown (in (i) and $(\mathrm{j})$. respectively). Note that while $\sigma_{\alpha i}^{1 \text { to }} 8$ is very similar to $\sigma_{x i}$. none of the individual $\sigma_{x i}^{k}$ curves has all the features of $\sigma_{\alpha i}$. The frequencies of these 8 modes are given in the legend to Fig. 8.
the plane of the drawing and there is little other motion.

Mode 4 involves two coupled breathing motions. Residues 9 to 10 and 40 to 41 move in opposite directions as do residues 25 to 26 and 9 to 10 . When the cleft between 9 to 10 and 40 to 41 closes, that between 25 to 26 and 9 to 10 opens.

Mode $j$ involves rotation of the entire C-terminal helix about a horizontal axis that passes through the helix centroid; as residues 46 to 50 move down residues 54 to 58 move up.

Mode 6 involves a scissors-like motion of residues 24 to 29 and 57 to 58 about a pivot axis perpendicular to the plane of the drawing and


Fig. 8


Fig. 8, cont.


Fig. 8, cont.


Figure 8. Showing the $\alpha$-carbon atom shifts in BPTI for each of the 8 lowest frequency modes. The or-carbon positions are those in the TX minimum energy conformation. The arrows show the direction and extent of motion about the equilibrium positions: the end point of the arrow on the $i$ th a-carbon atom, $\mathbf{r}_{\alpha i}$, is given by $\mathbf{r}_{x i}^{\prime}=\mathbf{r}_{\alpha i}+7 \Delta \mathbf{r}_{\alpha i}^{k}$. where the factor of' 7 is introduced to ensure that all the arrows are visible. $\Delta \mathbf{r}_{\alpha i}^{k}$ is the shift in the position of the $i$ th a-carbon atom caused by changing all the torsion angles $q_{j}$ by $\Delta q_{j}=A_{j k} \alpha_{k}$. their maximum displacement in the $k$ th normal mode. These shifts do not assume a linear dependence of $\mathbf{r}_{x i}$ on $q_{j}$ as is assumed in calculating $\Delta \mathbf{r}_{\alpha i}^{k}=\sum_{j}^{n}\left(\partial \mathbf{r}_{\alpha i} / \partial q_{j}\right) A_{j k} \alpha_{k}$ (e.g. in Fig. 7). For BPTI. this assumption onlv affects the motions of residues 6 to 11 in mode 1 (ff. Fig. 8(a) with Fig. 7(a)). The motion of' each atom is generally svmmetrical about the equilibrium position. but the shifts in the reverse direction are not shown for greater clarity *Because the motion does not translate or rotate the centre of mass, the arrows add vectorially to zero. The modes have periods ranging from 7.3 to $4 \cdot 2 \mathrm{ps}$ with frequencies: (a) $v_{1}=4.56 \mathrm{~cm}{ }^{1}$, (b) $v_{2}=5 \cdot 40 \mathrm{~cm}^{-1}$. (c) $v_{3}=5 \cdot 9 \cdot 2 \mathrm{~cm}^{-1}$. (d) $v_{4}=6 \cdot 41 \mathrm{~cm}^{-1}$. (e) $v_{5}=6.56 \mathrm{~cm}^{-1}$. (f) $v_{6}=7.33 \mathrm{~cm}^{-}$, (g) $v_{7}=7 \cdot 75 \mathrm{~cm}^{-1}$. (h) $v_{8}=7.93 \mathrm{~cm}^{-1}$. In each case the residues that move are numbered. The nature of the motion in each mode is described more fully in the text.
through the molecular centroid. Residues 1 to 3 move down. allowing better packing of the loop and ( terminus.

Mode $\tilde{r}$ involves the wagging of the $C$ terminus, with large movements of residues 56 to 58 . the tail. and smaller movements of the entire cc-helix. The motions of residues 40 to 42 oppose the motions of residues 56 to 58.

Mode 8 . the last mode described in detail, involves large motions of residues 12 to 14 and 36 to 38. The overall impression is one of overall twisting with the top and bottom of the molecule moving together.

It is of interest to assess the extent to which the nature of the motion in the individual modes depends on the conformation used for the normalmode dynamics. Conformations TX and TE130 of BPTI differ significantly ( $2: 5 \AA$ r.m.s. for all atoms and $1.8 \AA$ r.m.s. for $\alpha$-carbon atoms). The $\alpha$-carbon fluctuations due to the eight lowest modes. $\sigma_{\alpha i}^{1{ }^{100} 8}$. or to all the modes, $\sigma_{\alpha i}$, are very similar for both conformations. The fluctuations due to the single modes appear less similar.

Correlation coefficients are calculated for the a-carbon atom shifts, $\Delta \mathrm{r}_{\alpha i}^{k}$, of each of the eight lowest modes of TX and TE130. Each mode of TE130 is correlated with onlv one mode of TX (correlation coefficient of bet\&en $0 \cdot 3$ and $0 \cdot 7$ ). For example, the lowest mode of TE130. with a frequency of $3.8 \mathrm{~cm}^{-1}$. is very similar to the second lowest mode of TX. with a frequency of $5 \cdot 4 \mathrm{~cm}-{ }^{1}$. This mode is verv characteristic in that it involves overall bending 'and twisting of the $\beta$-sheet. The eight low frequency modes of the two conformations of ribonuclease. TX and TEX ( $1 \cdot 2 \AA$ r.m.s. deviation for all atoms). are also correlated (correlation coefficients between 0.30 and 0.82 ). but there is not alwavs a one to one correspondence between modes and again the same type of motion does not necessarily have the same frequencr.

Correlation coefficients are also calculated between the a-carbon shifts. $\Delta \mathrm{r}_{\alpha i}^{k}$. of the eight lowest modes in the same structure. Generally. there is little correlation. indicating that these modes are mostly independent modes of motion in Cartesian co-ordinates. This orthogonality of the shift vectors is not a necessary consequence of a calculation in torsion angle co-ordinates.

## (ii) Domain motion in ribonuclease and lysozyme

Figure 9 illustrates the a-carbon atom motion in the lowest frequency modes of ribonuclease and lysozyme. In both cases the motion is veri characteristic. involving an opening and closing of the active-site cleft.

For ribonuclease, the two parts of the large P-sheet (upper and lower in Fig. 9(a)) twist in opposite directions. This twisting motion is particularly clear for the lower part. The largest, shifts are for residues $1.38,68$ and 88 , which are at the extremes of the cleft. In this mode of motion, the three helices in ribonuclease (residues 4 to 12,24 to 33 and 50 to 58 ) move as rigid bodies with all the
shift arrows on a particular helix pointing in the same direction. The motion can be represented by rigid body motion of large fragments: the lower part (in Fig. 9(a)) consisting of residues 20 to 46 and 80 to 102 and the upper part consisting of residues 47 to 79 and 103 to 124. These two fragments are not like the folding units or domains 'into which large proteins are divided (Wetlaufer. 1973), as more than one length of polypeptide chain is involved in each fragment.

For Ivsozvme, the motion of the upper and lower parts of the molecule (Fig. 9(b)) is more complicated. The upper part (residues 40 to 86 ), which consists of a P-sheet and exposed loops, deforms as it bends down to close the cleft. This is evidenced by a change in direction of the shift arrows across the sheet. The lower part (residues 1 to 39 and 87 to 129). w.hich consists of five $\alpha$-helices. appears to be rotating. with each helix moving as a rigid body. The largest shifts are for residues 47, 70 and 103. which are at the extremes of the cleft. One of the two fragments that move as more or less rigid bodies in ! vsozvme would be classified as a folding domain (upper fragment. residues 40 to 86 ), while the other would not be.

## (f) Correlated motions

One of the major advantages of normal-mode dvnamics over molecular dynamics is the ability to calculate correlation coefficients. These quantities can be cal culated accurately only by averaging over very long dynamics trajectories. whereas they are obtained $n$-it $h$ analytical precision from normalmode analysis.

The motion of all atoms in a single mode are br definition in phase and completely correlated. When many modes are added togeth'er. there is interference that reduces the extent of the correlation. Nevertheless. even when all modes are vibrating with different phases at room temperature, there are significant correlations.

## (i) Correlated vibration of $\alpha$-carbon atoms

Figure 10 shows the correlation coefficients of all pairs of $\alpha$-carbon shifts $\Delta \mathbf{r}_{\alpha i}$ and $\Delta \mathbf{r}_{\alpha j}$ in BPTI. The highest correlation occurs between adjacent residues, where the correlation coefficient is between 0.5 and $0 \cdot 8$. The correlation of the motion of nextnearest neighbours along the chain is lower but significant. Residues that are connected by hvdrogen bonds in the $3_{10}$-helix (residues 2 to 6). the P -sheet (residues 16 to 24.29 to 36,44 to 46 ) and the $\alpha$-helix (residues 47 to 56) also show positive correlation. Residues that are close in space but not connected by hydrogen bonds are often negatively correlated. indicating that they move in opposition. This is particularly marked for the residues near the disulphide bonds that connect the a-helix to the $3_{10}$-helix ( 5 to 55) and to the $\beta$-sheet (30 to 51). Although there are few positive correlations between residues more than $10 \AA$ apart,


Figure 9. Showing the domain motion due to the lowest frequency modes in ribonuclease and lysozyme. The arrows on the a-carbon backbone are drawn as described in the leg\&d to Fig. 8. (a) Ribonuclease, $v_{1}=2 \cdot 43 \mathrm{~cm}^{1}$, period $=13.7 \mathrm{ps}$. (b) Lysozyme, $v_{1}=2.98 \mathrm{~cm}^{-1}$. period $=11.2 \mathrm{ps}$.
there are significant negative correlations between residues as far apart as $20 \AA$.

## (ii) Correlation of torsion angles

Figure 11 shows the correlation coefficients for all 208 torsion angles of BPTI. Because the angles are ordered $\phi_{i}, \psi_{i}, \phi_{i+1}, \psi_{i+1}, \ldots, \chi_{i}, \ldots$ the upper block gives the main-chain/main-chain correlations, the lower block gives the side-chain/side-chain correlations, and the off-diagonal block gives the main-chain/side-chain correlations. The pattern of main-chain correlations is very like the contact map
(Fig. 10, lower triangle), showing that the mainchain torsion angles are correlated only for residues close in space. This same pattern is seen for the main-chain/side-chain correlations but not for the side-chain/side-chain correlations. This indicates that the torsion angles of side-chains packed closely together do not vibrate in unison.

The correlated vibration of torsion angles in the P-hairpin and a-helix are considered in more detail. For the P-hairpin (Table 4) there are two types of strong correlations: (1) intrastrand, in which the correlated angles are from adjacent residues in the
Table 4
Torsion angle shift correlations in the BPTI $\beta$-hairpin


The correlation coefficients have been scaled by multiplying them by 10 .


Figure 10. Showing the correlation coefficients of all pairs of BPTI a-carbon atoms (upper diagonal) together with the $\alpha$-carbon contact map (lower diagonal). The correlation coefficient is calculated as $C_{i j}=\left\langle\Delta \mathbf{r}_{\alpha i}(\tau) \Delta \mathbf{r}_{\alpha j}(\tau)\right\rangle / \sigma_{\alpha i} \sigma_{\alpha j} . C_{i j}$ is 1 if a-carbon atoms $i$ and $j$ move in the same direction for all modes (perfectly correlated). - 1 if they move in opposite directions for all modes (perfectly anticorrelated), and 0 if thev move at right angles or there is no relationship between the motions in different modes (uncorrelated). Only those $C_{i j}$ values greater in absolute value than $0 \cdot 15$ are shown and values are multiplied by 10 to avoid the decimal point. The contact map shows the distance. $r_{i j}$. between a-carbon atoms $i$ and $j$ if this distance is less than $11 \AA$ : if the distance is between 10 and $11 \AA$ it is shown as $*$. The diagonal along which $C_{i i}=1$ and $r_{i i}=0$ is left blank for greater clarity. Notice how most of the cc-carbon atoms that are closer in space than $8 \AA$ show correlated motion $\left.C_{i j}>0 \cdot 15\right)$. This means that these segments move together as more-or-less rigid bodies for most of the dominant modes. The motion between segments is generally negatively correlated, showing that pairs of segments tend to move in opposite directions for most of the dominant modes.

Table 5
Characteristic correlations of BPTI $\alpha$-helix and P-sheet

| Relative residueno. .j | Correlation coefficient for |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | x-helix |  |  | $\beta$-sheet |  |  |
|  | $\left\langle\Delta \phi \Delta \phi_{j}\right\rangle$ | $\left\langle\Delta \psi \Delta \psi_{j}\right\rangle$ | $\left\langle\Delta \phi \Delta \psi_{j}\right\rangle$ | $\left\langle\Delta \phi \Delta \phi_{j}\right\rangle$ | $\left\langle\Delta \psi \Delta \psi_{j}\right\rangle$ | $\left\langle\Delta \phi \Delta \psi_{j}\right\rangle$ |
| - 4 | $0 \cdot 04$ | 0.08 | $-0.08$ | 0 | 0 | 0 |
| 3 | 0.05 | 0.09 | $-0 \cdot 11$ | 0 | 0 | 0 |
| $\sim$ | 0.35 | $0 \cdot 25$ | -0.24 | 0 | 0 | 0 |
| - 1 | $0 \cdot 21$ | 0 | $-0.73$ | 0 | 0 | -0.82 |
| 0 | $1 \cdot 00$ | 1.00 | -0.30 | 1.00 | 1.00 | 0 |
| 1 | $0 \cdot 21$ | 0 | -0.29 | 0 | 0 | 0 |
| $\cdots$ | 0.35 | $0 \cdot 25$ | 0 | 0 | 0 | 0 |
| 3 | $0 \cdot 05$ | 0.09 | $-0.09$ | 0 | 0 | 0 |
| * | $0 \cdot 04$ | $0 \cdot 08$ | 0 | 0 | 0 | 0 |

The correlation coefficients are the average values found for the $r$-helix and $P$-sheet of BPTI.


Figure 11. Showing the correlation coefficients of all pairs of BPTI torsion angles $C_{i j}^{q}=\left\langle\Delta q_{i}(\tau) \Delta q_{j}(\tau)\right\rangle /$ $\left\langle\Delta q_{i}(\tau)\right\rangle^{1 / 2}\left\langle\Delta q_{j}(\tau)\right\rangle^{1 / 2}$ (see eqn (14)). The torsion angles, $q$, are ordered as follows: $\psi_{1}, \phi_{2}, \psi_{2} \ldots . \psi_{57}, \phi_{58} \cdot \psi_{58}, \chi_{1}, \chi_{2}$,

Positive correlations with $C_{i j}>0.15$ are shown as filled squares, whereas negative correlations with $C_{i j}<-0.15$ are shown as open squares. The matrix of correlations is divided into blocks corresponding to the main-chain and side-chain angles. The upper block on the diagonal is for main-chain/main-chain correlations. the lower block on the diagonal shows side-chain/side-chain correlations, and the off-diagonal blocks show main-chain/side-chain correlations.
same strand: and (2) interstrand, in which the correlated angles are in different strands. The only significant intrastrand correlation i s $\Delta \phi \Delta \psi_{-1}$ $=-0 \%$ The significant interstrand correlations do not seem regular. For example, there is positive correlation greater than 0.3 for the following pairs of angles: $\phi_{25} \phi_{27}, \phi_{24} \phi_{30}, \phi_{21} \psi_{31}, \phi_{21} \psi_{33}, \psi_{20} \phi_{32}$, $\phi_{19} \phi_{35}, \phi_{18} \phi_{36}$ and $\phi_{17} \psi_{36}$. Although most pairs involve angles of the same type, there is no simple relationship to the p -hairpin hydrogen bonding that
occurs between residue pairs $(24,29)$, (22.31). (20.33) and (18,35).

For the z-helix (Table 5) there are a number of significant correlations. The $\Delta \phi \Delta \phi_{j}$ and A\$ $\Delta \psi_{j}$ correlations are positive for $j=-4$ to 4 whereas the $\Delta \phi \Delta \psi_{j}$ correlation is negative. All the $\phi$ angles in an a-helix change together as do all the $\psi$ angles: the $\phi$ angles decrease as the $\psi$ angles increase. Close study of Table 5 shows other interesting features of the torsion angle correlations in $\alpha$-helices. The largest
values of $\Delta \phi \Delta \phi_{j}$ and $\Delta \psi \Delta \psi_{j}$ both occur for $j= \pm 2$ (except. from the obvious correlation of 1 at $j=0$ ). This occurs because the $\boldsymbol{N}-{ }^{(\alpha}$ bonds of residues $i$ and i+ 2 are almost perfectly antiparallel. The largest negative correlation occurs for $\Delta \phi \Delta \psi_{-}$. These two angles are attached to the same rigid peptide group. If $\phi_{i}$ and $\psi_{i-1}$ are changed in opposite directions, the peptide tilts without affecting the chain path. In the P-sheet, the only significant correlation is $\Delta \phi \Delta \psi_{-1}$, also seen in the a-helix. It is striking how much of an effect changing the conformation from cc-helix to P -sheet has on the pattern of correlations. Similar correlations were found in studies of an isolated a-helix (Gō \& GO, 1976; Levy \& Karplus, 1979).

## 4. Discussion

(a) A ppl icabilit y of normal-moded ynamics

## (i) Relation, to other methods

Normal-mode analvsis has been used to stud, molecular vibrations' for many years. In most studies of small molecules, the second derivative matrix in internal co-ordinates, $F$, is defined directly in terms of the force constants for each type of interaction. For example, if there is a bond length, $b$, and bond angle, $\theta$, that have an energy term:

$$
E=1 / 2 K_{\mathrm{b}}\left(b-b_{0}\right)^{2}+1 / 2 K_{\theta}\left(\theta-\theta_{0}\right)^{2}
$$

then the energy is a minimum at $b=b_{0}$ and $\theta=\theta_{0}$ and the second derivatives are $\partial^{2} E / \partial b^{2}=K_{\mathrm{b}}$, $\partial^{2} E / \partial \theta^{2}=K_{\theta}, \partial^{2} E / \partial b \partial \theta=0$. This method will not work when there are energy terms that are not simple quadratic functions of the internal coordinates $b$ and $\theta$. In large molecules, there are many non-bond interactions that are non-quadratic functions of interatomic distances, which in turn are complicated non-quadratic functions of bond lengths, bond angles and torsion angles. In this case, the energy function will only approximate a quadratic function when the first derivatives are zero, i.e. the energy function has a minimum value. If it is necessary to perform energy minimization, there is no benefit to be gained fro\& using internal co-ordinates ( $\mathrm{b}, \theta, \phi$ ) rather than Cartesian coordinates ( $x, y, x$ ): in both cases the second derivative matrix is a complicated function of the co-ordinates. In fact, the analytical expressions for derivatives are simpler in Cartesian co-ordinates.

In their pioneering studies, Lifson \& Warshel (1968) calculated vibrational frequencies by normal-mode analysis using a Cartesian co-ordinate second derivative matrix calculated at. the minimum energy conformation. This same method has been used to calculate the normal modes of an a-helix (Levy \& Karplus. 1979) and the protein BPTI (Brooks \& Karplus? 1983). Because BPTI has so many Cartesian co-ordinates (1740), a minimum energy conformation is not reached and the second derivative matrix is not positive definite, having seven negative eigenvalues.

Torsion angle co-ordinates were used in another normal-mode calculation on the protein BPTI (GO et al.. 1983). In this independent study, the second derivative matrix, F, and kinetic energy matrix, T. are calculated by elegant analytic\&l methods (Noguti \& GO. $1983 a, b$ ), after the energy has been minimized exactly. Although it is now well established that normal modes must be calculated at a minimum energy conformation, many studies still construct the second derivative matrix from force constants. Such studies are particularḷ suspect for large svstems that are dominated by hydrogen bonds. van der Waals' interactions and electrostatic forces.

## (ii) Relation to other results

The results of the two other studies of BPTI normal modes can be compared to the present work. Gō et al. (1983) use torsion angle coordinates as is done here, but they use a different potential energy function. include all polar hydrogen atoms and have more degrees of freedom (241 as against 208). Although their variation of the r.m.s. main-chain fluctuation with residue number has the same shape as ours (correlation coefficient of 0.88 ), their average fluctuation is much smaller $(0.31 \AA$ as against $0.58 \AA)$. Their lowest frequency of $5 \cdot 7 \mathrm{~cm}{ }^{-}$is a little higher than ours $\left(4.6 \mathrm{~cm}-{ }^{-}\right)$, but their frequency distribution is shifted to higher frequency br about $10 \mathrm{~cm}-{ }^{1}$. The energy functions used by Gō 'et al. seem to be at least twice as stiff as those used here, leading to smaller fluctuations and higher frequencies.

Brooks \& Karplus (1983) use Cartesian coordinates in a very difficult, computation that involves diagonalization of a matrix with $1740 \times 1740$ elements. Their potential energy function differs from ours and they include all polar main-chain hydrogen atoms and the four internal water molecules. Although their variation of the r.m.s. main-chain fluctuation with residue number is similar to ours (correlation coefficient of 0.84 ), their average fluctuation is greater $(0.60 \AA$ as against $0.57 \hat{A}$ ). Their lowest frequency of $3 \cdot 1 \mathrm{~cm}^{-1}$ is lower than ours, but there is striking agreement in the frequency distributions below $60 \mathrm{~cm}{ }^{-1}$ : they have 126 such frequencies and we have 123. (For Gō et al. (1983). the corresponding number is 91.) The lowest frequency mode of Brooks \& Karplus is overall $\beta$-hairpin bending and the second lowest is twisting of the loops near the 14 -38-disulphide bridge. In our study, these motions also occur in the two lowest modes (in the TE130 conformation, they are in the same order, whereas in the TX conformation the order of the modes is inverted).

The close agreement, between our study and that of Brooks \& Karplus (1983) is striking when one considers that they use over eight times as many variables ( $1740 / 208$ ). Because all three studies of BPTI normal modes use different potentials, it is not possible to estimate the effect of the co-ordinate systems used.
(iii) Limitations of normal-mode dyna mics

The potential e n e r g y function used here is simpler than that used for molecular dynamics and energy minimization calculations (Levit t. 1983a,b). Hvdrbgen bonds have no explicit directionality and no $(\phi, \psi)$ potential is included to compensate for the excluded 1 : 4 interactions. All solvent molecules (including the four internal water molecules usuallv included in calculations on BPTI in vacuo), are excluded and no effective solvent interaction is used. The more realistic potential used before (Levitt, $1983 a, b$ ) could certainly be used with the present method, but this is not expected to have a major effect. One can include the bound water molecules at a cost of an additional six degrees of freedom per water molecule. but diffusing water molecules cannot be treated as they do not move in a harmonic potential well.

The presence of the surrounding water would be expected to have two major effects: (1) reduce the frequencies by reducing the surface energy of the protein. This energv arises from the surface tension of the protein/vacuum interface and is not expected to change frequencies much. (2) Damp the modes changing the nature of the motion from a harmonic vibration to a diffusive random walk. Because the largest r.m.s. fluctuations in the lowest frequency modes are less than $0 \cdot 3 \AA$, i.e. less than the diameter of a water molecule ( 2 to $3 \AA$ ), the macroscopic viscosity of water may not be applicable. It is important! to remember that viscous damping can only affect time-dependent, behaviour: equilibrium properties like r.m.s. fluctuations. temperature factors and correlation coefficients should be unaffected.

## (b) Nature of protein vibrations

## (i) Importance of lowest frequency modes

A few of the lowest frequencv modes of vibration (between 3 and 8) dominate the overall motion of the chain in that they account for $70 \%$ of the average cc-carbon r.m.s. fluctuation. These modes also account) for the characteristic distribution of this r.m.s. fluctuation along the chain. Each of these modes involves segmental motion in which up to ten residues move as a rigid body. The nature of the motion in each mode is very characteristic and can be described in terms of bending. twisting and arm-swinging motions. The $\alpha$-helices tend to move approximately as rigid bodies whereas the p-sheets are deformed by bending and twisting. The very lowest frequencv very often corresponds to the dominant' motion expected for an isotropic elastic solid of the same shape. For example. the elongated BPTI structure bends like a rod: the larger proteins, ribonuclease and lvsozyme, twist or bend to open and close the active-site cleft that cuts across the centre of the globular molecule. The fact that so few modes account for the atomic motion of the backbone suggests that, these modes may be useful for analysis of molecular dynamics trajec-
tories and refinement of protein temperature factors in terms of a small number of modes: this work is in progress.

## (ii) Atomic mobility

The r.m.s. fluctuation of each a-carbon atom depends on its position along the polypeptide chain. This dependence correlates well with the pattern of hvdrogen bonds that define the regions of a-helix and P-sheet secondary structure in BPTI protein: the atoms of residues in a-helices and $\beta$-sheets vibrate least. while those in exposed loops or the chain termini vibrate most.

## (c) Correlation with experiment

## (i) Frequencies

The low-frequencv torsional vibrations calculated here have frequencies between 2 and $200 \mathrm{~cm}{ }^{-1}$. Raman spectroscopy can detect frequencies down to about $20 \mathrm{~cm}-{ }^{1}$. Results on lysozvme (Genzel et al., 1976; Peticolas, 1979) show two broad peaks at 75 and at $25 \mathrm{~cm}^{-1}$, with the peak at $25 \mathrm{~cm}^{-1}$ showing much greater intensity. For chymotrypsin (Brown et al., 1972; Peticolas, 1979), there is also a peak at $30 \mathrm{~cm}^{-1}$, but the peak at $70 \mathrm{~cm}-^{1}$ is very weak. More recently, the low-frequency Raman spectra of a wide range of proteins were compared (Painter et al., 1982). The peaks that were observed ranged from 14 to $36 \mathrm{~cm}-^{1}$ and were not correlated with protein size. It is of interest that our results show that torsion vibrations in $P$-sheets occur between 15 and $40 \mathrm{~cm}^{-1}$, whereas those in $\alpha$-helices occur between 55 and $115 \mathrm{~cm}{ }^{-1}$. It is tempting to suggest that the Raman band at $75 \mathrm{~cm}{ }^{1}$ is due to a-helix while that at $25 \mathrm{~cm}^{-1}$ is due to P -sheet. The greater proportion of $P$-sheet in chvmotrypsin $\left(7 \% \alpha, 55^{\circ}{ }_{0} \beta\right)$ compared to lysozyme $(46 \%$ a, $19 \% \beta$ ) (Levitt \& Greer, 1977) would explain the relative intensities of the $25 \mathrm{~cm}-{ }^{1}$ and $75 \mathrm{~cm}-1$ bands in the Raman spectra of these two proteins. Interestingly. the neutron scattering peaks of a-helical pblyalanine a t $80 \mathrm{~cm}^{-1}$ and $\beta$-sheet polyalanine at $50 \mathrm{~cm}-1$ (Drexel \& Peticolas, 1975) partly support this suggestion.

Another method sensitive to frequencies below $100 \mathrm{~cm}^{-1}$ is neutron time-of-flight spectroscopy. For lysozyme, recent results show peaks at 75 and $25 \mathrm{~cm}^{-1}$, with the peak at $75 \mathrm{~cm}^{-1}$ being of greater intensity (Bartunik et al., 1982). Unfortunately, neither of these two methods is able to provide information about the frequency range below $10 \mathrm{~cm}^{-1}$ that seems most important for lowfrequency collective vibrations; we hope that the present results will encourage such experimental work.

## (ii) Temperature factors

The agreement between the atomic temperature factors calculated here and the new refined values obtained experimentally is good (correlation coefficient of about $0 \cdot 6$ ). This correlation is striking when one considers that the calculated values
ignore unit-cell packing interactions and that the experimental values depend on both static disorder and atomic motion. A full comparison with experiment, now in progress, will include the anisotropic motions of all atoms and allow for static crystal disorder and overall rigid-body motion in the unit cell. It is of interest to note that the calculated temperature factors are not sensitive to the exact atomic co-ordinates; the values for TX and TE130 are almost identical although these conformations differ by a $143 \AA$ r.m.s. deviation of the a-carbon atoms. This suggests that the present method could be used to calculate temperature factors from the initial unrefined protein coordinates and that these factors could be of use in the subsequent refinement of the co-ordinates against the X-ray data.

## 5. Conclusions

This paper has introduced. described in detail and verified a new method for calculating the normal modes of vibration of biological macromolecules. Application of the method to four proteins provides a concise, complete description of protein dynamics. The chain motion is shown to be collective and dominated by segmental motion in the low frequency modes. Local torsion angle motion occurs over a wide range of frequencies although there are characteristic frequencies for residues in a-helix or P-sheet secondary structure. The correlation matrices for all pairs of a-carbons and single-bond torsion angles show that while pairs of $\alpha$-carbon atoms closer together than $20 \AA$ show significant correlation, only pairs of torsion angles in those residues that are adjacent in sequence or connected by hydrogen or disulphide bonds show significant correlation.

Although the results given here agree with experiments on both the frequency of motion and the extent of this motion, it is necessary to consider the functional relevance of the normal modes of vibration. An important aspect of the way protein molecules function as enzymes involves changes of conformation and transmission of these changes across the structure. Conformational rearrangements require transition from the energy minimum of the first, state over an energy barrier to the energy minimum of the second state. This process cannot be reproduced by a normal-mode calculation that can only calculate the properties of each state individually. Normal modes are. however. useful for the following reasons.
(1) The free energies of all states can be calculated (see Table 1) and used to estimate rates of processes.
(2) The initial conformational change will probably be a superposition of a fen- of the lowest frequency modes! as this allows the largest motions for the smallest increase in energy.
(3) The long range of the or-carbon correlations suggests a way to transmit conformational changes; binding of a. substrate could affect a low-frequency
collective vibration that' would affect the motion of atoms some distance away.
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[^0]:    $\dagger$ Present address: Department' of Biophysics. Max Planck Institute of Medical Research, Jahnstrasse 29, 6900 Heidelberg. West Germany.

[^1]:    $\dagger$ Abbreviations used: BPTI, bovine pancreatic trypsin inhibitor: r.m.s.. root-mean-square.

[^2]:    $\dagger$ The number given is where the average r.m.s. fluctuations of a-carbon atoms due to the m lowest modes, $\sigma_{\alpha}^{1 \text { tom }}$, is just greater than or equal to $0 \cdot 7 \sigma_{\alpha}$, i.e.:

    $$
    \sigma_{z}^{110 m}=\left\{\sum_{k=1}^{m}\left(\sigma_{a}^{k}\right)^{2}\right\}^{1 / 2} \geq 0.7 \sigma_{\alpha} .
    $$

    $\ddagger \sigma_{\alpha}$ is the average r.m.s. fluctuation of $\alpha$-carbon atoms due to all modes at $300 \mathrm{~K} ; \sigma_{\phi}$ and $\sigma_{\psi}$ are the corresponding average r.m.s. fluctuations of the $\phi$ and $\psi$ torsion angles.

[^3]:    $+B$ values are calculated at 300 K .
    $\ddagger$ BPTI has been solved in 2 crystal forms: "old" and "new" (Walter \& Huber. 1983). Although the old co-ordinates are used here, the calculated temperature factors are correlated with both sets of experimental $B$ values.
    § All denotes all non-hydrogen atoms; $\mathrm{C}^{\alpha}$ denotes the a-carbon atoms; Main denotes the main-chain atoms N. $\mathrm{C}^{\alpha}$, C, 0: Side denotes the remaining atoms. The correlation coefficient, CC. between sets of data $\left\{p_{i}\right\}$ and $\left\{q_{i}\right\}$ is calculated as

