Measuring costly effort using the slider task

David Gill†, Victoria Prowse‡

November 13, 2018

Abstract

Using real effort to implement costly activities increases the likelihood that the motivations that drive effort provision in real life carry over to the laboratory. However, unobserved differences between subjects in the cost of real effort make quantitative prediction problematic. In this paper we present the slider task, which was designed by us to overcome the drawbacks of real-effort tasks. The slider task allows the researcher to collect precise and repeated observations of effort provision from the same subjects in a short time frame. The resulting high-quality panel data allow sophisticated statistical analysis. We illustrate these advantages in two ways. First, we show how to use panel data from the slider task to improve precision by controlling for persistent unobserved heterogeneity. Second, we show how to estimate effort costs at the subject level by exploiting within-subject variation in incentives across repetitions of the slider task. We also provide z-Tree code and practical guidance to help researchers implement the slider task.
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1 Introduction

Laboratory experiments are a powerful tool for understanding drivers of agents’ behavior and for testing the predictions of economic theories. In particular, laboratory experiments are often used to study how much effort subjects exert in a costly activity. For example, subjects may choose how much effort to exert when competing in a tournament (Bull et al., 1987), when producing output as part of a team (van Dijk et al., 2001), when responding to the wages set by an employer (Fehr et al., 1997), and when earning endowments that form the starting point for a bargaining game (Burrows and Loomes, 1994).

There are two ways of implementing costly activities in a laboratory experiment: via a monetary cost function that mimics effort by specifying output as a function of how much money the subject contributes (e.g., Bull et al., 1987); and using a real-effort task. The monetary cost function allows the experimenter full control over the cost of effort.\(^1\) Increasingly, laboratory experiments have featured real-effort tasks, such as: (i) solving mazes (Gneezy et al., 2003), mathematical problems (Sutter and Weck-Hannemann, 2003; Niederle and Vesterlund, 2007) or word games (Burrows and Loomes, 1994); (ii) answering general knowledge questions (Hoffman et al., 1994); (iii) counting (Abeler et al., 2011), decoding (Chow, 1983), encrypting (Erkal et al., 2011) or entering (Dickinson, 1999) strings of characters; (iv) performing numerical optimization (van Dijk et al., 2001); and (v) filling envelopes (Konow, 2000), cracking walnuts (Fahr and Irlenbusch, 2000), or other physical tasks.

The main advantage of using a real-effort task over a monetary cost function is the greater external validity of the experiment: exerting actual effort makes the environment more realistic and less sterile, increasing the likelihood that the motivations that drive behavior outside the laboratory carry over to the laboratory. Real-effort tasks, however, suffer from two critical drawbacks. First, the cost of effort provision varies from subject to subject and is unknown to the experimenter. As Falk and Fehr (2003, p. 404) explain “Since the experimenter does not know the workers’ effort cost, it is not possible to derive precise quantitative predictions.” Second, since motivation and ability to complete the real-effort task vary considerably across subjects, data collected using real-effort tasks are noisy and, therefore, statistical analyses of real-effort data often lack precision. Charness et al. (2018) compare the stated- and real-effort experimental methodologies in more detail.

In this paper we present the slider task, which is a novel and simple computerized real-effort task that was designed by us specifically to overcome the drawbacks of real-effort tasks. In particular, the slider task provides a finely gradated measure of effort within a short time frame. The slider task thus allows the researcher to collect precise and repeated observations of effort provision by the same subjects. The resulting high-quality panel data on repeated effort choices allow sophisticated statistical analysis of effort provision in the laboratory using panel data methods. We illustrate these advantages in two ways. First, we show how to use panel data from the slider task to improve precision by controlling for persistent unobserved heterogeneity. Second, we show how to estimate effort costs at the subject level by exploiting within-subject

\(^1\)In particular, the experimenter can control the extent of any convexity in the cost of the activity, and can also determine how the cost varies over individuals and over any repetitions of the task.
variation in incentives across repetitions of the slider task.

The slider task, first developed and used by us in Gill and Prowse (2012) to study disappointment aversion, consists of a single screen containing a number of “sliders” that subjects move to a specified position within an allotted time. One repetition of the slider task takes only 120 seconds and measures effort choices varying from 0 units to over 40 units. The slider task is now well established as a tool for experimental economists. Since its inception, the slider task has been used to study contract law (Depoorter and Tontrup, 2012), tax compliance (Fonseca and Myles, 2012; Doerrenberg et al., 2015), cheating in the workplace (Gill et al., 2013), gender differences in competition (Gill and Prowse, 2014), tax complexity (Abeler and J¨ager, 2015), outside options (Goerg et al., forthcoming), downsizing (Drzensky and Heinz, 2016), social enterprises (Besley and Ghatak, 2017), volunteering (Brown et al., 2013), peer pressure (Georganas et al., 2015), social insurance (Ahlquist et al., 2014), delegation (Feess et al., 2014) and creativity (Bradler et al., 2015), among others.²

This paper describes the properties and advantages of the slider task, while also noting disadvantages of the task that might reduce its usefulness in particular research contexts. In so doing, we provide context for studies that have used the slider task, and we provide direction to experimental economists who are considering how to implement costly activities in their own experiments. In particular, the contribution of this paper is four-fold. First, we explain how the slider task overcomes many of the limitations of real-effort tasks. Second, we show that panel data collected from the slider task are of sufficient quality that they can be used to estimate precisely how subjects respond to financial incentives.³ Third, we demonstrate how repeated observations of effort choices in the slider task can be used to recover information about each subject’s cost of effort function.⁴ Fourth, we provide some practical guidance for experimental economists who want to use the slider task in their own real-effort experiments.

The paper proceeds as follows: Section 2 outlines the design of our slider task; Section 3 details advantages and disadvantages of the slider task; Section 4 describes the data; Section 5 reports estimates of how effort in the slider task responds to financial incentives; Section 6 shows how data collected from the slider task can be used to estimate effort costs for each subject; Section 7 contains a practical guide for researchers wishing to implement the slider task; and Section 8 concludes. The z-Tree code that accompanies this paper is available online and can

---


³To be clear, although the magnitude of the effect of the prize on effort provision is of independent interest, the contribution is to illustrate how the slider task helps to provide precise estimates of the effects of incentives on effort provision, rather than to provide a specific estimate in the particular context of the dataset that we study. See Section 5 for more details.

⁴Gill and Prowse (2012) embed heterogeneous effort costs within a more complex structural model, but they do not recover individual-level estimates of the cost of effort.
be used to create real-effort laboratory experiments featuring the slider task.\(^5\)

2 Design of the slider task

Our novel and simple real-effort task consists of a single screen displaying a number of “sliders” programmed in z-Tree (Fischbacher, 2007). This screen does not vary across experimental subjects or across repetitions of the task. A schematic representation of a single slider is shown in Figure 1. When the screen containing the effort task is first displayed to the subject all of the sliders are positioned at 0, as shown for a single slider in Figure 1(a). By using the mouse, the subject can position each slider at any integer location between 0 and 100 inclusive. Each slider can be adjusted and readjusted an unlimited number of times, and the current position of each slider is displayed to the right of the slider. The subject’s “points score” in the task, interpreted as effort exerted, is the number of sliders positioned at 50 at the end of the allotted time. Figure 1(b) shows a correctly positioned slider. As the task proceeds, the screen displays the subject’s current points score and the amount of time remaining.

![Schematic representation of a slider.](image)

Figure 1: Schematic representation of a slider.

Figure 2 shows a screen containing 48 sliders, as shown to the subject in the laboratory in Gill and Prowse (2012). In this example, the subject has positioned four of the sliders at 50 and a points score of 4 is shown at the top of the screen. A fifth slider is currently positioned at 42 and this slider does not contribute to the subject’s points score as it is not correctly positioned. To ensure that all the sliders are equally difficult to position correctly, the 48 sliders are arranged on the screen such that no two sliders are aligned exactly one under the other. This prevents the subject being able to position the higher slider at 50 and then easily position the lower slider by copying the position of the higher slider. The number of sliders and task length can be chosen by the experimenter.

---

\(^5\)The code is available from: [http://web.ics.purdue.edu/~vprowse/GillProwseSliderExample.ztt](http://web.ics.purdue.edu/~vprowse/GillProwseSliderExample.ztt) and is also part of the Supplementary Materials that accompany this paper online. The code that we provide comes with no warranty or guarantee. In providing this code, we take no responsibility with regard to the use or modifications of the code.
3 Advantages and disadvantages of the slider task

The slider task has a number of desirable attributes. First, the slider task is simple to communicate and to understand, and does not require or test pre-existing knowledge. Second, unlike solving mathematical problems, counting characters, solving anagrams, negotiating mazes or performing numerical optimization, the slider task is identical across repetitions. This feature reduces the noise in measured effort across repetitions of the slider task. Third, the task involves little randomness, and so the number of correctly positioned sliders corresponds closely to the effort exerted by the subject, again reducing noise. Fourth, there is no scope for guessing, which complicates the design and interpretation of some existing tasks such as those based on counting characters or numerical optimization.

These attributes are also shared by the envelope filling task, in which subjects stuff real envelopes with letters. Crucially, and in contrast to stuffing real envelopes, the slider task provides a finely gradated measure of effort within a short time frame. In Section 5 we see that with 48 sliders and an allotted time of 120 seconds, measured effort varies from 0 to over 40. By reducing measurement noise, the finely gradated measure of effort increases statistical precision. The ability to measure effort in a short time frame, meanwhile, makes it feasible for the subjects...
to repeat the identical task many times.

The resulting high-quality panel data on repeated effort choices allow sophisticated statistical analysis of effort provision in the laboratory using panel data methods. In Section 5, we show how to use panel data from the slider task to improve precision by controlling for persistent unobserved heterogeneity. In Section 6, we show how to estimate effort costs at the subject level by exploiting within-subject variation in incentives across repetitions of the slider task. The repeated observations of effort from the slider task can also be used to study the dynamics of effort over time: for example, Gill and Prowse (2014) study gender differences in how effort responds to the outcomes of earlier competitions. Furthermore, because the slider task is computerized, it allows flexible real-time subject interactions: Lee (2015) exploits this feature of the slider task to study the effect of real-time relative-performance feedback on effort provision.

Finally, we note potential disadvantages of the slider task, which might reduce its usefulness in particular research contexts. First, unlike the envelope filing task but like most of the real-effort tasks used in the literature (see Section 1), the output of the slider task has no intrinsic value. Thus the slider task is not appropriate in settings where the inherent usefulness of the real-effort task is particularly important. Second, the slider task requires concentration and dexterity rather than higher-order cognitive skills. Thus, the task is not appropriate in settings where the researcher wants to study demanding cognitive behavior like creativity. Third, men tend to perform better on the slider task (see Gill and Prowse, 2014), and so the slider task is not appropriate in settings where the researcher requires gender neutrality.

4 Description of the data

The data analyzed in this paper are those collected by Gill and Prowse (2012) to study disappointment aversion.\footnote{Gill and Prowse (2012) explain how the specific experimental design choices outlined below allow clean identification of disappointment aversion from the behavior of the Second Movers.} We used the slider task in six experimental sessions conducted at the Nuffield Centre for Experimental Social Sciences in Oxford. The slider task included 48 sliders (as shown in Figure 2) and the task length was 120 seconds.\footnote{The sliders were displayed on 22 inch widescreen monitors with a 1680 by 1050 pixel resolution. To move the sliders, the subjects used 800 dpi USB mice with the scroll wheel disabled.} We use the terms “points score” and “effort” interchangeably to denote the number of sliders correctly positioned by a subject at the end of the 120 seconds.\footnote{As is common in the experimental literature on real-effort provision, we use the term “effort” to correspond to measurable performance in a work task rather than the cost associated with work effort (see, e.g., Abeler et al., 2011, Gill and Prowse, 2012, and Charness et al., 2014).} The experimental instructions can be found in the Supplementary Web Appendix (or in Gill and Prowse, 2018, an earlier version of this paper).

Twenty subjects participated in each of the six sessions. At the beginning of every session half the subjects were told that they would be a “First Mover” and the other half told they would be a “Second Mover” for the duration of the session. At the beginning of each round, every First Mover was anonymously paired with a new Second Mover using the no-contagion algorithm of Cooper et al. (1996). A prize for each pair was randomly chosen from \{£0.10, £0.20, ..., £3.90\} and revealed to the pair members. The First and Second Movers then completed the slider task...
sequentially, with the Second Mover discovering the points score of the First Mover she was paired with before starting the task. The prize was then awarded to one pair member based on the relative points scores of the two pair members and some element of chance (see Table SWA.1 in the Supplementary Web Appendix). In particular, a subject’s chance of winning the prize increased by one percentage point with every unit of her own effort and decreased by the same amount for every unit of her opponent’s effort. Furthermore, if the First Mover and her opponent exerted the same effort then each pair member had an equal chance of winning the prize.\(^9\)

In total we have data on 60 First Movers and 60 Second Movers, each observed during 10 rounds. For the purposes of illustrating the properties of the slider task, this paper looks only at the behavior of the First Movers (Gill and Prowse, 2012, focus on the behavior of the Second Movers, in particular analyzing how the effort of Second Movers responds to that of the First Movers, to identify disappointment aversion among Second Movers).

Table 1 summarizes the observed efforts of the First Movers in each of the 10 rounds. We see that the mean points score tended to increase over the 10 rounds, from an average of 22.2 sliders in the first round to 26.3 sliders in the final round. Given that the average prize was constant over rounds, this increase in effort is interpreted as a learning-by-doing effect. The maximum observed effort was 41, and therefore it appears that no subject was able to position correctly all 48 sliders in 120 seconds. We conclude that efforts were not constrained by the upper limit imposed by the design of the task. There are seven observations of 0s. Of these, five correspond to two subjects who appear to have had difficulty positioning sliders at exactly 50 until a few rounds into the session. The remaining two observations of 0 correspond to a further two subjects who chose to exert no effort toward the end of their session in response to low prizes of £0.10 and £0.30.

Figure 3 shows the distribution of points scores. This figure was drawn using all 600 subject-round observations of points score from the First Movers in our experiment. We see a substantial amount of variation in effort provision. Specifically, a small cluster of subjects exert zero or very low effort in a particular round, two-thirds of efforts lie between 20 and 30 inclusive, while around 20% of efforts exceed 30. Thus, despite subjects having only 120 seconds to complete the slider task, we see large differences in effort provision.

We further explore the heterogeneity in effort provision by decomposing the total variation in effort over the 600 subject-round observations into a component due to between-subject differences in average effort provision in the experiment (pooling together data from all 10 rounds) and a component due to within-subject fluctuations in effort provision over the 10 rounds of the experiment. We find that 65.4% of the total variation in effort in the experiment is due to between-subject differences in effort provision that persist over the experiment, while the remaining 34.6% of the total variation in effort in the experiment arises from within-subject fluctuations in effort over rounds. We further decompose the persistent between-subject differences in effort

\(^9\)In addition to any prizes accumulated during the experiment, all subjects were paid a show-up fee of £4. The subjects also initially played two practice rounds against an automaton for which they were not paid. We do not include the practice rounds in the data analysis, with the exception of the regression reported in Column 4 of Table 2.
provision in the experiment into between-subject differences in initial effort provision, i.e., differences in effort provision in the first round of the experiment, and between-subject differences in the evolution of effort during the experiment, which we attribute to learning. We find that 84.6% of the between-subject variation in effort provision is due to differences in initial effort, while the remaining 15.4% of the between-subject variation in effort provision is due to learning.

<table>
<thead>
<tr>
<th>Round</th>
<th>Subjects</th>
<th>Mean Effort</th>
<th>Median Effort</th>
<th>Minimum Effort</th>
<th>Maximum Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>22.20</td>
<td>23</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>22.68</td>
<td>23.5</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>24.80</td>
<td>25.5</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>24.61</td>
<td>25</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>25.18</td>
<td>26</td>
<td>0</td>
<td>38</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>24.66</td>
<td>26</td>
<td>1</td>
<td>37</td>
</tr>
<tr>
<td>7</td>
<td>60</td>
<td>25.91</td>
<td>26</td>
<td>9</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>60</td>
<td>26.88</td>
<td>27</td>
<td>9</td>
<td>41</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>25.65</td>
<td>28</td>
<td>0</td>
<td>38</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>26.31</td>
<td>27</td>
<td>1</td>
<td>40</td>
</tr>
</tbody>
</table>

Note: Standard deviations in parentheses.

Table 1: Summary of First Movers’ efforts by round.

Figure 3: Distribution of First Movers’ efforts.
5 Response to incentives in the slider task

In this section we use our panel data on repeated effort choices from the slider task to estimate how effort responds to financial incentives. We show that data generated by the slider task are of sufficient quality to estimate precisely the effect of monetary incentives on effort provision using panel data methods that control for unobserved heterogeneity.

Recall that the prize is announced at the start of each round, and a subject’s chance of winning the prize increases with her effort in the round: a subject’s financial incentive to exert effort therefore increases with the value of the prize for the round. Figure 4 provides initial evidence that effort provision in the slider task responds positively to financial incentives. The figure shows the results of a Lowess regression of the First Movers’ efforts on the prize, estimated using all 600 subject-round observations of the First Movers in our experiment. As the prize increases from its lowest value of £0.10 to its highest value of £3.90, effort rises from about 22 sliders to about 26 sliders.

Columns (1)–(3) of Table 2 present the results of a sequence of regressions of First Movers’ efforts on the prize and round number. All regressions control for persistent unobserved heterogeneity by including subject fixed effects, which absorb subject-level differences in effort that persist over all 10 rounds of the experiment. Model (1) shows a positive and statistically significant round trend, which captures learning-by-doing. Model (2) includes a full set of round dummies.10 Model (3) includes the prize as an additional explanatory variable. We see that the First Movers’ efforts increase statistically significantly in the prize, with a £1 increase in

\[\text{The F statistic for the null hypothesis that the round trend is linear is 3.30, which corresponds to a p-value of 0.004. Thus round effects are non-linear. However, we are unable to reject linearity of the round effects starting from round 4: the F statistic for the null hypothesis that the round trend is linear from round 4 onward is 1.61 with a p-value of 0.160.}\]
the prize causing an increase in effort of 0.7 of a slider.\textsuperscript{11} In Column (4) of Table 2 we present the results of a regression of the proportional change in First Mover effort from the subject’s average effort across the practice rounds on the prize and a full set of round dummies. We find that a £1 increase in the prize causes a 4.7% increase in effort and this effect is significant at the 1% level.

<table>
<thead>
<tr>
<th></th>
<th>(1) First Mover effort</th>
<th>(2) First Mover effort</th>
<th>(3) First Mover effort</th>
<th>(4) Proportional change in First Mover effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prize</td>
<td>-</td>
<td>-</td>
<td>0.671***</td>
<td>0.047***</td>
</tr>
<tr>
<td>Round number</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Round 2</td>
<td>-</td>
<td>0.483</td>
<td>0.404</td>
<td>0.042</td>
</tr>
<tr>
<td>Round 3</td>
<td>-</td>
<td>2.600***</td>
<td>2.498***</td>
<td>0.159***</td>
</tr>
<tr>
<td>Round 4</td>
<td>-</td>
<td>2.417***</td>
<td>2.280***</td>
<td>0.166***</td>
</tr>
<tr>
<td>Round 5</td>
<td>-</td>
<td>2.983***</td>
<td>2.823***</td>
<td>0.215***</td>
</tr>
<tr>
<td>Round 6</td>
<td>-</td>
<td>2.467***</td>
<td>2.481***</td>
<td>0.154**</td>
</tr>
<tr>
<td>Round 7</td>
<td>-</td>
<td>3.717***</td>
<td>3.694***</td>
<td>0.228***</td>
</tr>
<tr>
<td>Round 8</td>
<td>-</td>
<td>4.683***</td>
<td>4.676***</td>
<td>0.279***</td>
</tr>
<tr>
<td>Round 9</td>
<td>-</td>
<td>3.450***</td>
<td>3.482***</td>
<td>0.209***</td>
</tr>
<tr>
<td>Round 10</td>
<td>-</td>
<td>4.117***</td>
<td>4.355***</td>
<td>0.274***</td>
</tr>
<tr>
<td>Intercept</td>
<td>22.504***</td>
<td>22.200***</td>
<td>20.894***</td>
<td>0.276***</td>
</tr>
<tr>
<td>$\sigma_\alpha$</td>
<td>5.494</td>
<td>5.494</td>
<td>5.491</td>
<td>0.447</td>
</tr>
<tr>
<td>$\sigma_\epsilon$</td>
<td>3.971</td>
<td>3.938</td>
<td>3.873</td>
<td>0.256</td>
</tr>
</tbody>
</table>

Subject fixed effects: Yes Yes Yes Yes
Subject-round observations: 600 600 600 580
Subjects: 60 60 60 58

Notes: The dependent variable in Columns (1)–(3) is the level of First Mover effort. The dependent variable in Column (4) is the proportional change in First Mover effort from the subject’s average effort across the two practice rounds. The results in Column (4) exclude all subject-round observations from the two subjects with zero average effort across the practice rounds. $\sigma_\alpha$ denotes the standard deviation of the time-invariant subject-specific fixed effects and $\sigma_\epsilon$ is the standard deviation of the time-varying component of the subject-level error terms. Heteroskedasticity-robust standard errors with clustering at the subject level are reported in parentheses. *, ** and *** denote, respectively, significance at the 10%, 5% and 1% levels (two-sided tests).

Table 2: Fixed effects regressions for First Movers’ efforts.

\textsuperscript{11}We investigated the linearity of the prize effect by running a further regression (not reported) that also included the square of the prize. The results show that the square of the prize is not a statistically significant determinant of effort: the two-sided $p$-value for the coefficient on the square of the prize is 0.121. Effort therefore appears to increase linearly with the prize.
We explained in Section 3 that the main advantage of the slider task is that it generates high-quality repeated observations of effort in a short time frame. Table 3 explores the statistical precision afforded by the slider task when estimating the effect of monetary incentives on effort provision. Column (1) repeats the fixed effects regression from Model (3) of Table 2. Column (2) shows the results of an OLS regression on the full sample of 600 subject-round observations. Column (3) shows the results of an OLS regression using one randomly selected observation per subject.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prize</td>
<td>0.671***</td>
<td>0.656***</td>
<td>0.660***</td>
</tr>
<tr>
<td></td>
<td>(0.157)</td>
<td>(0.240)</td>
<td>(0.828)</td>
</tr>
<tr>
<td>Intercept</td>
<td>20.894***</td>
<td>20.923***</td>
<td>20.944***</td>
</tr>
<tr>
<td></td>
<td>(0.508)</td>
<td>(0.893)</td>
<td>(2.878)</td>
</tr>
<tr>
<td>Subject fixed effects</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Round dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Subject-round observations</td>
<td>600</td>
<td>600</td>
<td>60</td>
</tr>
<tr>
<td>Subjects</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Notes: Heteroskedasticity-robust standard errors with clustering at the subject level are reported in parentheses in Columns (1) and (2). Heteroskedasticity-robust standard errors are reported in parentheses in Column (3). *, ** and *** denote, respectively, significance at the 10%, 5% and 1% levels (two-sided tests).

Table 3: Further regressions of First Movers’ efforts.

The three regressions reported in Table 3 deliver similar estimates of the effect of the prize on effort provision. However, comparing precision in Column (1) to that in Column (2) highlights the importance of being able to apply panel data methods to the high-quality repeated observations of effort generated by the slider task. The OLS regression on the full sample of 600 subject-round observations in Column (2) is inefficient compared to the fixed effects regression in Column (1): reflecting this, the standard error of the prize effect in Column (2) is substantially higher than that in Column (1) (0.240 versus 0.157). The reason for this loss of efficiency is that the OLS regression in Column (2) does not use the repeated observations of effort at the individual level to account for persistent unobserved heterogeneity when obtaining parameter estimates.

Furthermore, comparing precision in Column (1) of Table 3 to that in Column (3) illustrates the importance of collecting many observations per subject in a short time frame, which the slider task facilitates. When we use only one observation per subject in Column (3), precision falls dramatically: the standard error of the prize effect increases to 0.828, making the prize effect appear statistically insignificant.\(^{12}\)

To summarize, effort provision responds positively to financial incentives, effort tends to increase over rounds, and the high-quality repeated observations of effort provision generated

\(^{12}\)We eliminate the noise from the random selection of one observation per subject by repeating the random selection process 2,000 times and reporting the average parameter estimates and average standard errors over the 2,000 repetitions.
by the slider task allow us to use panel data methods to appreciably increase the precision of the statistical analysis.

Using between-subject designs with variation in strictly positive piece rates, Araujo et al. (2016) and Goerg et al. (forthcoming) also find that effort responds positively to financial incentives using the slider task. The magnitude of the response to financial incentives in Araujo et al. (2016)’s data is only about one-third of the one that we find, and the effect is only marginally statistically significant. However, using a similar design to Araujo et al. (2016), Goerg et al. (forthcoming) find that the magnitude of the between-subject response is substantial when subjects complete the slider task in the presence of an outside option (browsing the Internet), increasing three-fold relative to the standard case without the browsing option (even in the standard case, Goerg et al., forthcoming, find a bigger response to incentives than do Araujo et al., 2016). Based on recent findings in other contexts (Corgnet et al., 2015; Eckartz, 2014), Araujo et al. (2016, p.11) correctly anticipated that incentive effects when using the slider task might be strengthened by the inclusion of an outside option.

In the context of laboratory and online experiments that vary strictly positive monetary incentives between subjects using other real-effort tasks, the quantitatively modest response in Araujo et al. (2016)’s data is not surprising. A number of studies find a non-monotonic or monotonically decreasing relationship between incentives and effort (e.g.: Ariely et al., 2009; Pokorny, 2008; Takahashi et al., 2016). Using a large sample of over 500 Mechanical Turk workers per treatment, DellaVigna and Pope (2017) find only a modest positive response to incentives. Surveying the literature on piece rates and performance in laboratory experiments, Charness and Kuhn (2011, p.249) conclude that: “the effect of stronger incentives on performance, predicted to be monotonic by basic labor supply theory (at least when income effects are unimportant, which is expected for laboratory experiments), may in fact be highly non-monotonic.” Loss aversion around a reference wage provides one explanation for these empirical findings (Pokorny, 2008).

Furthermore, in the light of other slider task experiments, our stronger within-subject results are not surprising: the partial survey in Araujo et al. (2015) shows that within-subject experi-

---

13 Goerg et al. (forthcoming) use a low and high piece rate that almost exactly replicate Araujo et al. (2016)’s low and medium piece rates. Moving from the low to the high piece rate, and using regressions with controls, Goerg et al. (forthcoming, pp.13-14 of the version dated 06/23/18) found that effort increased by 11% without the Internet browsing option ($p = 0.012$), but that it increased by 31% with the Internet browsing option ($p < 0.001$). By contrast, Araujo et al. (2016) found that effort increased by only 2% when moving from their low to medium incentives. In Goerg et al. (forthcoming) subjects were paid for sets of five completed sliders, while they were paid per slider in Araujo et al. (2016); translating Goerg et al. (forthcoming)’s incentives into a per-slider rate, the piece rate was 0.4c or 2c.

14 Averaging across six tasks, Ariely et al. (2009) find a non-monotonic relationship between performance and incentives: relative to low incentives, moderate incentives modestly increased performance, but the effect was not statistically significant, while high incentives reduced performance substantially and statistically significantly. Using a counting task and a circle-clicking task respectively, Pokorny (2008) and Takahashi et al. (2016) find that higher incentives monotonically decrease performance.

15 Using a button-pushing task, DellaVigna and Pope (2017) found that a 900% increase in the piece rate increased effort by about 7%. Using a ball-dragging task, Heyman and Ariely (2004) also find a positive response to incentives.

16 Pokorny (2008) show theoretically that in a simple between-subject setting with only variation in piece rates, loss aversion around a reference wage moderates the magnitude of the response to incentives, and can cause a non-monotonic response.
ments that use the slider task in a variety of contexts generally produce statistically significant
effects on performance. And, as explained above, Araujo et al. (2016)’s weaker between-subject
results are consistent with the broader literature that uses between-subject designs together
with a variety of real-effort tasks to measure the effect of monetary incentives on performance.
Thus, the best way to understand the differences between our results and those of Araujo et al.
(2016) is as an example of the more general pattern whereby within-subject experimental designs
produce larger effects and greater precision. For example, Ariely et al. (2003, p.99) note that
“the tendency for within-subject manipulations to produce larger effects than between subject
manipulations is a common phenomenon,” while Charness et al. (2012, p.2) note that “[within-
subject designs] offer a substantial boost in statistical power.” Charness et al. (2012) explore
the issues surrounding the two types of design.17

6 Estimating the cost of effort at the subject level

In this section we show how to use the high-quality panel data on repeated effort choices from the
slider task to estimate the cost of effort at the subject level. This exercise exploits within-subject
variation in incentives across repetitions of the slider task.

We continue to focus on the sample of 60 First Movers, each of whom was observed for 10
rounds in our experiment. First Movers are indexed by \( i = 1, \ldots, 60 \), and rounds are indexed
by \( r = 1, \ldots, 10 \). At the start of each round, each First Mover is informed of the prize for the
round, \( v_{i,r} \), which will be awarded to either the First Mover or her opponent. According to our
experimental design, described above in Section 4, the First Mover’s probability of winning the
prize is given by:

\[
Pr(e_{i,r}, e'_{i,r}) = \left( \frac{e_{i,r} - e'_{i,r} + 50}{100} \right),
\]

where \( e_{i,r} \in \{0, \ldots, 48\} \) is the effort of First Mover \( i \) in round \( r \) and \( e'_{i,r} \in \{0, \ldots, 48\} \) is the effort
of First Mover \( i \)'s opponent in round \( r \). We assume that the First Mover is risk neutral and

\[\text{Araujo et al. (2016, p.11) note that within-subject designs better control for variation in individual-level}
ability, and Charness et al. (2012, pp.1-2) note that: (i) between-subject designs require that group assignment be
random; while (ii) the internal validity of within-subject designs does not depend on random assignment. (On this
point, we note that Araujo et al., 2016, provide no test of balance, and nor do they include any demographic
or ability controls (although their sessions were gender balanced by design.).) Furthermore, as noted by Charness
et al. (2012, p.2) “between designs typically have no natural anchor. Thus results inherently have substantial
noise, and may miss important and real patterns.” This is a particular problem in real-effort experiments, where
subjects have little idea of what a fair or reasonable experimental wage might be, and empirically subjects work
hard even in the absence of marginal pecuniary incentives (e.g., Gill et al., forthcoming). Thus, experimenter-
demand effects might mute responses to monetary incentives in between-subject designs like Araujo et al. (2016),
since subjects might interpret even modest wages as reasonable. On the other hand, experimenter-demand effects
might amplify responses to monetary incentives in within-subject real-effort experiments, since subjects might
think that the experimenter expects a response to wage variation. Having said this, experimenter-demand effects
do not need to be invoked to explain why real effort varies more with the wage in within-subject designs: instead,
subjects might rationally work hard in high-wage periods and rest in low-wage periods. Rather than being an
artefact of the laboratory, this pattern is a prediction of standard intertemporal labor supply theory.
chooses her effort to maximize her expected utility

$$Eu_{i,r} = \left( \frac{e_{i,r} - e'_{i,r} + 50}{100} \right) v_{i,r} - C_i(e_{i,r}),$$  \hspace{1cm} (2)$$

where $C_i(.)$ is First Mover $i$’s cost of effort function. We include the subscript $i$ on the cost of effort function because the cost of effort may be heterogeneous across subjects. Motivated by the finding reported in footnote 11 that effort increases linearly with the prize, we assume a quadratic cost of effort function $C_i(e_{i,r}) = c_i e_{i,r}^2/2$ with $c_i > 0$.\(^{18}\) We also assume that the First Mover believes that she cannot affect her opponent’s effort.\(^{19}\) We then have the following expression for optimal effort provision:

$$e_{i,r}^* = \frac{v_{i,r}}{100c_i}.$$  \hspace{1cm} (3)$$

We augment (3) to include an additive error term and then use non-linear least squares to estimate the subject-specific cost parameters $c_i > 0$ for $i = 1, \ldots, 60$.\(^{20}\) In particular, for each First Mover, we estimate the cost parameter, $c_i$, by minimizing the sum of squares:

$$\sum_{r=1}^{10} \left( e_{i,r} - \frac{v_{i,r}}{100c_i} \right)^2.$$  \hspace{1cm} (4)$$

Our estimation results reveal substantial heterogeneity in the cost of effort parameter: the Gini coefficient for $c_i$ is 0.16 and the 90:10 ratio for $c_i$ is 1.67. To facilitate interpretation of these findings, Figure 5 illustrates the estimated cost of effort function for a subject at the 90th percentile of the distribution of $c_i$, a subject with the median value of $c_i$, and a subject at the 10th percentile of the distribution of $c_i$. Figure 6 shows how the estimated heterogeneity in costs translates into different levels of effort provision: at the average prize of £2, a subject at the 90th percentile of the distribution of $c_i$ completes only 15 sliders, while a subject at the 10th percentile of the distribution of $c_i$ completes around 26 sliders.

\(^{18}\)In the data effort never reaches its maximum level of 48, and so we assume that $c_i > 0$.

\(^{19}\)We make this assumption to abstract from other considerations that might have driven effort in the particular experimental setting in which these data were collected. From Gill and Prowse (2012) we know that in this setting Second Movers did in fact respond to First Mover effort. Thus we cannot rule out that sophisticated First Movers anticipated this response. However, at the average prize of £2, taking into account how First Mover effort influences Second Mover effort increases the marginal benefit of a unit of effort for First Movers by only a small amount (from £0.020 to c. £0.021).

\(^{20}\)Prior to estimation, we use the results from a regression of First Mover effort on a full set of round dummies to remove round effects from First Mover effort.
Figure 5: Heterogeneous effort costs.

Figure 6: Heterogeneity in optimal effort provision.
7 A practical guide to using the slider task

This section provides a guide to researchers wishing to implement the slider task in the context of their own laboratory experiments. First, we describe the accompanying code, which allows researchers to implement easily the slider task in z-Tree (Fischbacher, 2007). We then list some practical considerations associated with the use of the slider task.

Code

The slider task was first developed and used by us in Gill and Prowse (2012) to study disappointment aversion. To help readers create real-effort laboratory experiments that use the slider task, we have created a z-Tree code file that provides an implementation of the real-effort slider task. The code accompanies this paper online (see footnote 5). The code provided takes the form of a .ztt file and should be run in z-Tree. The code consists of a single file, named GillProwseSliderExample.ztt. This is a z-Tree treatment file. The program implements the slider task for a single subject, with the number of rounds set to one. This code can easily be embedded into an experimental design in which a real-effort task is required. Indeed, the code is based on the code used to program the real-effort task in the repeated sequential-move tournament of Gill and Prowse (2012). The treatment GillProwseSliderExample.ztt consists of three stages:

Stage 1 The subject is shown a screen informing her that the task is about to start. This screen is displayed for 5 seconds and then the program automatically moves to stage 2.

Stage 2 The subject is shown a screen displaying 48 sliders. The round number and the remaining time are shown at the very top of the screen, and between this information and the sliders there is a banner displaying the subject’s current points score, i.e., the number of sliders currently positioned at exactly 50. This screen is displayed for 120 seconds and then the program automatically moves to stage 3.

Stage 3 The subject is shown a screen displaying her points score in the task. This screen is displayed for 20 seconds and then the program automatically ends.

We now give some more detail about this treatment. Prior to the treatment commencing a number of variables are created in the Background. First, the variable Effort is created. At any point during the treatment this variable equals the number of sliders currently positioned at exactly 50. Second, we create a set of 48 variables, denoted qx for x = 1, ..., 48. The variable qx is the current position of the xth slider. Third, we create the variables sx for x = 1, ..., 48. The variable sx takes the value one if the current position of the xth slider is equal to 50 and zero otherwise. All variables are initialized to zero.

Each time the position of a slider is adjusted, the values of qx and sx associated with the particular slider in question are updated. The value of Effort is then updated, and the banner

21 We also use the slider task in Gill et al. (2013) and Gill and Prowse (2014). Section 1 lists a number of other studies that have used the slider task.
at the top of the screen is then refreshed to display the subject’s new points score. The values of all the variables at the end of the 120 second task are stored in the Subjects table, and can be accessed at later stages.

**Practical advice and guidance**

**Screen size**

The average time taken to position a slider at exactly 50 depends on the size of the screen on which the task is displayed. We used relatively large screens, specifically 22 inch widescreen monitors with a 1680 by 1050 pixel resolution. 48 sliders and a 120 second task length was an appropriate configuration given the hardware employed, but may need adjusting if run on a different set-up. We believe that with our configuration it is impossible for any subject to position correctly all of the sliders (see Section 5). This ensures that the subject’s effort choice is not constrained by the design of the task, so there is no incentive to work hard for the purpose of being able to rest at the end of the task.

**Mice and keyboards**

To treat all subjects equally, they should use the same specification of mouse. Our subjects used 800 dpi USB mice with the scroll wheel disabled (by removing them from the mice) to prevent subjects from using the scroll wheel to position the sliders. (Using the scroll wheel makes positioning the sliders much easier and requires less effort than a dragging and dropping technique using the left mouse button). Christopher Zeppenfeld (Cologne Graduate School) has kindly informed us that it is also possible to use an AutoHotKeys script in conjunction with z-Tree to disable the scroll wheel. Similarly, the keyboards were also disabled (by unplugging them) to prevent the subjects using the arrow keys to position the sliders. As well as dragging and dropping, it is possible to move the sliders in large fixed discrete steps by clicking the left mouse button with the cursor to the right or left of the current slider position. We did not point this out explicitly to our subjects, but told them that they could use the mouse in any way they liked to move the sliders.

**Physical space and other environmental factors**

Given subjects are being asked to complete a real-effort task it is important that they all have the same amount of physical space, i.e., all the booths are the same size, and that all subjects have the same equipment, e.g., mouse mats, chairs etc.

**Practice rounds**

Practice rounds, with the opportunity for questions at the end of each round, are recommended to allow subjects to become familiar with the task. We used two practice rounds.
8 Conclusion

This paper describes the properties and advantages of the real-effort slider task. The task was designed by us to overcome many of the drawbacks of real-effort tasks. In particular, our slider task provides a precise finely gradated measure of effort provision in a short time frame and, therefore, can be repeated many times in an experimental session. As we explained in detail above, the resulting high-quality panel data allow the experimenter to: (i) estimate the cost of effort at the subject level; and (ii) increase precision by controlling for unobserved heterogeneity.

The paper provides direction to experimental economists who are considering how to implement costly activities in their own experiments. We also provide z-Tree code and practical guidance to help researchers implement the slider task in the laboratory.
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