Optimality of SVM: Novel proofs and tighter bounds
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ABSTRACT

We provide a new proof that the expected error rate of consistent support vector machines matches the minimax rate (up to a constant factor) in its dependence on the sample size and margin. The upper bound was originally established by [1], while the lower bound follows from an argument of [2] together with reasoning about the VC dimension of large-margin classifiers. Our proof differs from the original in that many of our steps concern reasoning about the primal space, while the original carried out these steps by reasoning about the dual space. Our approach provides a unified framework for analyzing both the homogeneous and non-homogeneous cases, with slightly better results for the former. The fact that our analysis explicitly handles the non-homogeneous case offers significant improvements in the bounds compared to the usual textbook approach of reducing to the homogeneous case. We also extend our proof to provide a new upper bound on the error rate of transductive SVM, which yields an improved constant factor compared to inductive SVM. In addition to these bounds on the expected error rate, we also provide a simple proof of a margin-based PAC-style bound for support vector machines, and an extension of the agnostic PAC analysis that explicitly handles the non-homogeneous case.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Margin and VC-dimension based sample complexity bounds are a crown jewel of the PAC theory of supervised binary classification. In particular, a considerable amount of theory has been devoted to linear classifiers. The agnostic case is well-understood: if all but a few of m labeled data points residing on the n-dimensional unit sphere are linearly separated with margin at least γ (the few exceptions being treated as sample errors) then the expected excess risk decays as [3,4] \[ \Theta \left( \sqrt{\min\{n, 1/\gamma^2\}/m} \right) \]. For the separable case, in which there exists a hyperplane in \( \mathbb{R}^n \) consistent with the m sample points and having margin at least \( \gamma \), it follows from known results that the best guarantee on the expected risk by any learning algorithm is lower-bounded by

\[ \Omega \left( \min\{n, 1/\gamma^2\}/m \right). \] (1)

Similarly, any generalization bound that holds with probability \( 1 - \delta \) is lower bounded by

\[ \Omega \left( \left( \min\{n, 1/\gamma^2\} + \log(1/\delta) \right)/m \right). \] (2)
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For completeness, a proof sketch of the lower bound (1) is included in Appendix C; it follows by combining a result of [2] with a simple shatterability argument for \( 1/\gamma^2 \) coordinate vectors by \( \gamma \)-margin separators. The proof of (2) follows from analogous arguments, except replacing the lower bound of [2] with that of [5].

The work of [1] establishes that the support vector machine indeed achieves an expected error rate guarantee of the form (1), as its expected error rate on \( m \) samples is at most a value proportional to

\[
\mathbb{E}[\min(n + 1, 1/\gamma^2_{m+1})] / (m + 1),
\]

where \( \gamma_{m+1} \) is the maximum margin achievable by a linear separator for \( m + 1 \) random data points (which is a random variable).

Standard results in various textbooks (e.g., [7]) also state an upper bound on the error rate for the homogeneous support vector machine holding with probability \( 1 - \delta \):

\[
O\left( \frac{1}{m} \min(n, 1/\gamma^2) \log \left( \frac{m}{\min(n + 1, 1/\gamma^2)} \right) \log(m) + \log\left( \frac{1}{\delta} \right) \right).
\]

**Main results.** Our present work serves to fill some of the gaps in the known results. First, we sharpen the upper bound (4), removing a factor \( \log(m) \) from the first term in this bound to get

\[
O\left( \frac{1}{m} \min(n + 1, 1/\gamma^2) \log \left( \frac{m}{\min(n + 1, 1/\gamma^2)} + \log\left( \frac{1}{\delta} \right) \right) \right).
\]

It remains a major open problem to determine whether the SVM achieves an upper bound matching (2) up to constant factors. This stronger guarantee is already known to hold for an algorithm based on the Perceptron learning rule.

Second, our proof of the bound (5) directly addresses the presence of the bias term in the support vector machine. As is well known (both in practice and in theory), the non-homogeneous linear separation problem (allowing a nonzero bias term) can be represented as a homogeneous linear separation problem in one additional dimension (augmenting each example with an additional “dummy” feature, whose value is fixed to 1). The traditional approach to analyzing large margin separators focuses on homogeneous separators, supposing that this transformation has already been applied. However, we note that the value of the margin can change dramatically under this transformation. The margin appearing in the bound is the geometric margin, which involves a normalized weight vector. By transforming to the homogeneous case, we must include the bias term in the vector being normalized, which can increase the norm by an arbitrary amount. In contrast, the (non-homogeneous) support vector machine maximizes the margin without including the bias term in the normalization. The margins appearing in our results correspond to this latter notion of margin, which therefore are better representations of the behavior of the SVM. These results have already found an application in [11].

Additionally, this work provides a new proof of the upper bound (3) on the expected error rate of SVM. Unlike the existing proof of [1,6], our proof treats both the homogeneous and non-homogeneous cases simultaneously, and in a unified way (without reduction to the homogeneous case). Furthermore, the argument extends in a natural way to provide the first published bounds on the expected error rate of transductive SVM matching the form (3) (again, for both the homogeneous and non-homogeneous cases).

The bounds for transductive SVM offer improvements over those for inductive SVM in the constant factors. In addition to these results for the realizable case, we also derive an agnostic PAC bound relevant to SVM. As with our results for the realizable case, our agnostic PAC bound differs from the standard treatment in that it explicitly accounts for the bias term in non-homogeneous SVM, and this fact offers significant quantifiable improvements in the bound, compared to the standard approach of reducing to the homogeneous case. These results for the agnostic case are presented in Section 8.

2. Definitions and notation

We consistently use \( m \) to denote sample size, with \( [m] := \{1, \ldots, m\} \), and \( n \geq 2 \) to denote the dimension of the Euclidean instance space. Vectors are denoted in boldface \( \mathbf{x} = (x_1, \ldots, x_n) \), and are capitalized when random. The standard inner product is denoted by \( \langle \mathbf{x}, \mathbf{z} \rangle = \sum_{i=1}^{n} x_i z_i \), and induces the Euclidean norm \( \|\mathbf{x}\|_2^2 = \langle \mathbf{x}, \mathbf{x} \rangle \). We write \( x_i \) to mean the \( i \)th vector in a sequence, and \( x_{jI} \) to denote its \( j \)th component, should the need ever arise. Sequences \( (x_1, \ldots, x_m) \) will occasionally be abbreviated to \( \mathbf{x}_m \). Cardinalities are denoted by \( \text{card}() \) and \( \{1\} \) denotes the 0-1 truth value of the predicate inside the brackets. For \( \alpha \in \mathbb{R}^m \), its support is defined by \( \text{supp}(\alpha) = \{i \in [m] : \alpha_i \neq 0\} \) and \( \|\alpha\|_0 := \text{card}(\text{supp}(\alpha)) \). The nonnegative reals are denoted by \( \mathbb{R}_+ \), the extended reals are denoted by \( \mathbb{R} = \mathbb{R}_+ \cup \{-\infty, \infty\} \), and the Euclidean unit sphere is denoted by \( S^n = \{x \in \mathbb{R}^n : \|x\|_2 = 1\} \). Additionally, for any \( t \in \mathbb{R} \), we define \( \text{sign}(t) = 2I[t \geq 0] - 1 \).

---

1. The proof was later expressed in more detail by [6] and further refined to also reflect a dependence on the “span” of the data.
2. We note that proofs of this type of refinement have been known in “folklore” form for some time. In particular, we thank John Shawe-Taylor [8] for sharing unpublished lecture notes on a technique for achieving this (via bounding the covering numbers). However, we also note that our proof is significantly simpler and leads to smaller constant factors, compared to these folklore proofs.
4. We note, however, that one can modify the argument of [6] to obtain a similar result for transductive SVM (though again, that argument would only apply to non-homogeneous SVM).
As per the standard consistent-PAC setting, \( X_1, X_2, \ldots \) will be an i.i.d. sequence of data points, drawn from an arbitrary fixed distribution on \( \mathbb{R}^n \), and labeled by a target hyperplane. Throughout the paper, a dataset\(^3\) \( D \) is always understood to contain example-label pairs \((x, y) \in \mathbb{R}^n \times \{-1, 1\}\) either randomly generated (when capitalized) or else arbitrarily chosen, and will always be assumed to be strictly linearly separable (in a sense defined below), except in the results on agnostic learning. To indicate that the \( i \)th data point has been omitted, we will write \( D_{-i} := D \setminus \{(x_i, y_i)\} \). All probabilities and expectations will be with respect to the fixed distribution or its appropriate \( k \)-fold products, as will be clear from context.

**Homogeneous Case vs Non-homogeneous Case.** The support vector machine can be formulated in two distinct ways, depending on whether we allow a bias term. Specifically, in the homogeneous case, the support vector machine produces a vector \( \mathbf{w} \in \mathbb{R}^n \), and classification of a point \( \mathbf{x} \in \mathbb{R}^n \) is determined by \( \text{sign}(\mathbf{w} \cdot \mathbf{x}) \). In contrast, in the non-homogeneous case, the support vector machine produces a vector \( \mathbf{w} \in \mathbb{R}^n \) and a value \( b \in \mathbb{R} \), and classification of a point \( \mathbf{x} \in \mathbb{R}^n \) is determined by \( \text{sign}(\mathbf{w} \cdot \mathbf{x} + b) \). As is well-known, the latter case can easily be represented as a special case of the former, simply by the addition of one dimension, by fixing all data points to have a constant nonzero component in that extra dimension. However, the addition of a bias term can significantly affect the support vector machine algorithm and margin-based analysis thereof. Specifically, the notion of the margin of a point \( \mathbf{x} \) used in the definition of the support vector machine and analysis thereof is the geometric margin, \( \|w\|_\infty \mathbf{x} \cdot b \), corresponding to the Euclidean distance to the separating hyperplane. Since the bias term \( b \) is not included in the norm in the denominator, the definitions and results in the margin-based theory for non-homogeneous separators cannot quite be reduced to the homogeneous case by adding another dimension.

For this reason, throughout the presentation below, we will treat both the homogeneous and non-homogeneous cases in a unified fashion, by introducing a global parameter \( c \in \{0, 1\} \). The case \( c = 0 \) will correspond to the homogeneous case, while \( c = 1 \) will correspond to the non-homogeneous case. In order to present both types of results simultaneously, we find it simplest to suppose the bias term \( b \) is always present, but that classification of a point \( \mathbf{x} \in \mathbb{R}^n \) is determined by \( \text{sign}(\mathbf{w} \cdot \mathbf{x} + cb) \), so that the bias term \( b \) is simply ignored in the homogeneous case.

2.1. Max-margin hyperplanes

**Definition 1 (Max-Margin Hyperplanes).** For \( m \in \mathbb{N} \), and a dataset \( D = \{(x_i, y_i) \in \mathbb{R}^n \times \{-1, 1\} : i \in [m]\} \), we will write \((\hat{\mathbf{w}}, \hat{b}) = \text{MMH}(D)\) to mean that \((\hat{\mathbf{w}}, \hat{b})\) represents the maximum-margin separator,

\[
(\hat{\mathbf{w}}, \hat{b}) = \arg\max_{\mathbf{w} \in S^n, b \in \mathbb{R}^{[m]}} \min_{i \in [m]} y_i (\mathbf{w} \cdot x_i + cb),
\]

and \( \gamma \) is the margin, \( \gamma = \min_{i \in [m]} y_i (\mathbf{w} \cdot x_i + cb) \). If \( c = 0 \), for simplicity we define \( \hat{b} = 0 \), and in this case MMH\((D)\) is well-defined and unique as long as \( \gamma > 0 \). If \( c = 1 \), MMH\((D)\) is well-defined and unique as long as \( \{y : (x, y) \in D\} = \{-1, 1\} \); for completeness, when this is not the case, we define \( \hat{\mathbf{w}} \in S^n \) arbitrarily, \( \hat{b} = y_1 \cdot \infty \), and \( \gamma = \infty \).

Generally, if we wish to leave \( \gamma \) unspecified, we will simply write \((\hat{\mathbf{w}}, \hat{b}) = \text{MMH}(D) \). Alternatively, if we wish to leave \((\hat{\mathbf{w}}, \hat{b})\) unspecified, we will write \( \gamma = \text{margin}(D) \).

Throughout this paper (with the exception of Section 8 on agnostic learning), we assume that (by definition of the term “dataset”) any dataset \( D \) is strictly linearly separable — i.e., \( \text{margin}(D) > 0 \). When \( c = 1 \), this is equivalent to linear separability, but for \( c = 0 \) it imposes an additional restriction.

**Definition 2 (Marginal Vectors).** Suppose that \( D \) is a dataset of \( m \) points, and \((\hat{\mathbf{w}}, \hat{b}, \gamma) = \text{MMH}(D) \). We say that \( j \in [m] \) is a marginal index if \( y_j (\hat{\mathbf{w}} \cdot x_j + \hat{b}) = \gamma \), and write \( D_{\text{marg}} \subseteq D \) to denote the set of all \((x_j, y_j) \in D\) such that \( j \) is a marginal index; these are the marginal vectors. The marginal vectors are uniquely determined by \( D \) — an immediate consequence of \((\hat{\mathbf{w}}, \hat{b})\) being uniquely defined.

3. Main results

This section summarizes the main results of this work.

3.1. Inductive SVM error bounds

Fix a distribution over \( \mathbb{R}^n \) and a target \((\mathbf{w}^*, b^*) \in S^n \times \mathbb{R} \). The latter induces the target concept \( f^* : \mathbb{R}^n \rightarrow \{-1, 1\} \) via \( f^*(x) = \text{sign}(\mathbf{w}^* \cdot x + b^*) \). Let \( X_1, \ldots, X_{m+1} \) be points drawn i.i.d., labeled with \( Y_i = f^*(X_i) \), for \( i \in [m+1] \). Denote by \( D_{m+1} \) the full dataset consisting of the \( m+1 \) labeled points and by \( D_m \), this same dataset with the \((m+1)\)th labeled example

---

\(^3\) We should more properly be referring to \( D \) as an ordered sequence of pairs \((x_i, y_i)\), but have opted for this slight imprecision to retain the familiar phrase “dataset”.

omitted. The inductive SVM hypothesis \( \hat{h}_m \) predicts the label of \( X_{m+1} \) based on \( D_m \) using the max-margin hyperplane:
\[
\hat{h}_m(x; D_m) = \text{sign}(\langle \hat{w}, x \rangle + cb),
\]
where \( \langle \hat{w}, b \rangle = \text{MMH}(D_m) \). Associated with \( \hat{h}_m \) is its error
\[
\text{err}(\hat{h}_m) = P(\hat{h}_m(X_{m+1}; D_m) \neq Y_{m+1} | X_1, \ldots, X_m)
\]
and its expected error \( E[\text{err}(\hat{h}_m)] \), where the expectation is over the \( X_1, \ldots, X_m \). So that this classifier is uniquely defined, and a margin-based bound on its error rate is meaningful, we assume that the distribution of the \( X_i \) samples is such that \( \text{marg}(D_{m+1}) > 0 \) almost surely. This is true of every distribution when \( c = 1 \) (and hence is not really an assumption at all in that case), but it does impose a restriction on the distribution when \( c = 0 \).

We prove the following two results. The first provides a PAC generalization bound for the SVM, while the second bounds the expected error rate of the SVM.

**Theorem 3.** Suppose that an iid sample \( D = \{(x_i, y_i) \in \mathbb{R}^n \times [-1, 1] : i \in [m] \} \) is contained in a ball of radius \( R \) and \( \langle \hat{w}, \hat{b}, \gamma \rangle = \text{MMH}(D) \). Then, with probability at least \( 1 - \delta \), we have
\[
\text{err}(\hat{h}) \leq \frac{2}{m} \left( 5 \left\lfloor \frac{R}{\gamma} \right\rfloor^2 \log_2 \frac{em \gamma^2}{R^2} + \log_2 \left( \frac{\pi^4}{9\delta} \left\lfloor \frac{R}{\gamma} \right\rfloor^2 \right) \right),
\]
where \( \hat{h} : \mathbb{R}^n \rightarrow [-1, 1] \) is defined by \( \hat{h}(x) = \text{sign}(\langle \hat{w}, x \rangle + \hat{b}) \).

**Remark.** To our knowledge, the bounds appearing in published literature have a \( \log^2(m)/m \) dependence on sample size, from which the above result shaves off a logarithmic factor. John Shawe-Taylor [8] informs us that such a result follows from Zhang’s bounds on covering numbers for linear function classes [12], but the argument we will give is considerably more elementary and yields better constants.

**Theorem 4.** For \( D_m, D_{m+1} \), and \( \hat{h}_m \) as defined above, let \( \gamma_{m+1} = \text{marg}(D_{m+1}) \), and let \( r_{m+1} = \max_{\|x\|} \|x\| \). Then
\[
P \left( \hat{h}_m(X_{m+1}; D_m) \neq Y_{m+1}, r_{m+1} \right) \leq \frac{1}{m + 1} \min \left\{ n + c, \frac{(2 + 6c)^2 m+1}{\gamma_{m+1}^2} \right\},
\]
\[
E \left[ \text{err}(\hat{h}_m) \right] \leq \frac{1}{m + 1} E \left[ \min \left\{ n + c, \frac{(2 + 6c)^2 m+1}{\gamma_{m+1}^2} \right\} \right].
\]

As discussed above, in the case \( c = 1 \), this result was first established by [1] (and later refined by [6]), via a different argument (see below for discussion of the differences). To our knowledge, this is the first publication establishing this result for the case \( c = 0 \), which (as discussed above) is in many respects quite a different setting. Our proof is able to handle both cases simultaneously. Our new proof of this result is presented in Section 6 below.

**Deficiencies in Reducing the Non-homogeneous Case to the Homogeneous Case.** As mentioned above, the margin analysis that one finds in most standard treatments only addresses the homogeneous case, reasoning that one can always reduce the non-homogeneous case to the homogeneous case simply by adding a dimension and fixing that coordinate to 1 in all the data points. With the above bounds in hand, we can now discuss quantitatively why that approach sometimes leads to significantly larger bounds on the error rate. Specifically, first consider a data set \( D_m \) of points \( \{(x_i, y_i) \} \) with \( \|x_i\| = 1 \), such that for \( \langle w', b', \gamma' \rangle = \text{MMH}(D_m) \), we have \( b' = 0 \). Now Theorem 3 would supply a bound \( O \left( \frac{1}{m} \left( \frac{1}{\gamma'} \left( \log(m) \gamma^2 + \log \frac{1}{\sqrt{\gamma'} \gamma} \right) \right) \right) \), regardless of whether we treat this as the homogeneous or non-homogeneous solution (as both have zero bias). However, if we were to uniformly shift this dataset, without changing the geometric margin of the SVM solution, we suddenly find a dramatic difference between the direct analysis of the non-homogeneous case in Theorem 3 and the naïve reduction technique implicit in the traditional analysis. Specifically, let \( D_m \) be the dataset of points \( \{(x_i, y_i) \} \), where \( x_i = x_i^1 + (R - 1)w' \), where \( R \) is a large positive value. Then letting \( \langle w, b, \gamma \rangle = \text{MMH}(D_m) \), we may note that \( \langle w, b, \gamma \rangle = \langle w', 1 - R, \gamma' \rangle \). Thus, since the geometric margin is unchanged, and the samples are contained in a ball of radius \( R \), Theorem 3 provides a bound \( O \left( \frac{1}{m} \left( \frac{R^2}{\gamma^2} \left( \log m \gamma^2 + \log \frac{R^2}{\gamma^2} \right) \right) \right) \). However, if we were instead to add a dimension, with coordinate value fixed to 1, and treat this scenario in the homogeneous case, then the maximum margin separator would have weight vector \( \frac{\langle w, 1 - R \rangle}{\|w, 1 - R\|} \), and would have margin \( \min \left\{ \left\| \frac{1}{\|w, 1 - R\|} \right\| \langle w, 1 - R \rangle, (x_1, 1) \right\| \frac{\gamma}{\sqrt{1 + (1 - R)^2}} \right\} \). Thus, with this naïve reduction-to-homogeneous approach, for large \( R \), the bound one obtains by plugging into a result such as Theorem 3 is \( O \left( \frac{1}{m} \left( \frac{R^4}{\gamma^2} \left( \log m \gamma^2 + \log \frac{R^2}{\gamma^2} \right) \right) \right) \), which is larger than the result above directly analyzing the non-homogeneous case by roughly a factor of \( R^2 \). Thus, we see that it can be extremely important to explicitly treat the bias term separately when bounding the error rate. Furthermore, as mentioned above, the value of the margin in the above bounds corresponds to the same value appearing in the objective function of
the support vector machine (i.e., the geometric margin), while this is not the case if we treat the bias term as part of the weight vector (as in the reduction-to-homogeneous approach). Thus, in addition to sometimes being quantitatively tighter, the bounds above obtained by treating the bias term separately directly motivate the support vector machine optimization problem.

### 3.2. Transductive SVM error bounds

Our strategy for the transductive error bound shares several features with the inductive case. We begin with the same setting as in Section 6.2: a target \((\mathbf{w}^*, b^*) \in \mathbb{S}^n \times \mathbb{R}\) with its induced target concept \(f^* : \mathbb{R}^n \rightarrow \{-1, 1\}\), and the i.i.d. dataset \(\mathcal{D}_m = \{(X_i, Y_i) : i \in [m]\}\), as well as its “abridged” version \(\mathcal{D}_m\). We also continue the assumption that, in the case \(c = 0\), the distribution of \(X_i\) is such that \(\text{marg}(\mathcal{D}_m) > 0\) almost surely.

The transductive SVM hypothesis \(\hat{h}_m\) predicts the label of \(X_{m+1}\) based on \(\mathcal{D}_m\) as follows:

\[
\hat{h}_m(\mathbf{x}; \mathcal{D}_m) = \arg\max_{y \in \{-1, 1\}} \sup_{\mathbf{w} \in \mathbb{S}^n, b \in \mathbb{R}} \min \left\{ y \langle \mathbf{w}, \mathbf{x} \rangle + cb, \min_{i \in [m]} Y_i \langle \mathbf{w}, X_i \rangle + cb \right\},
\]

The error rate, \(\text{err}(\hat{h}_m)\), of this classifier is defined as above in (6).

We establish the following result bounding the expected error rate of the transductive SVM.

**Theorem 5.** For \(\mathcal{D}_m, \mathcal{D}_{m+1}, \hat{h}_m\) as defined above, letting \(Y_m+1 = \text{marg}(\mathcal{D}_{m+1})\), and \(r_{m+1} = \max_{i \in [m+1]} \|X_i\|\), we have

\[
\mathbb{P} \left( \hat{h}_m(X_{m+1}; \mathcal{D}_m) \neq Y_{m+1} \mid Y_{m+1}, r_{m+1} \right) \leq \frac{1}{m+1} \min \left\{ n + c, \frac{(1+3c)r_{m+1}^2}{Y_{m+1}^2} \right\},
\]

\[
\mathbb{E} \left[ \text{err}(\hat{h}_m) \right] \leq \frac{1}{m+1} \mathbb{E} \left[ \min \left\{ n + c, \frac{(1+3c)r_{m+1}^2}{Y_{m+1}^2} \right\} \right].
\]

The proof of this result follows a similar outline as the analysis of inductive SVM, and is presented in Section 7.

In particular, recalling the lower bound (1), which applies to learning margin-\(\gamma\) homogeneous linear separators, the bound in Theorem 5 implies that in the homogeneous case, the transductive SVM is asymptotically minimax optimal.

### 4. SVM PAC generalization bound

The main result of this section is a proof of Theorem 3. To facilitate the proof, we define the following parametrized family of concepts. For \(R, \Lambda > 0\), consider all \(h : \mathbb{R}^n \times \{-1, 1\} \rightarrow \{-1, 1\}\) of the form

\[
(x, y) \mapsto \begin{cases} 
\text{sign}(y (\langle \mathbf{w}, x \rangle + b)), & \|x\| \leq R, |\langle \mathbf{w}, x \rangle + b| \geq 1 \\
-1, & \text{else},
\end{cases}
\]

where \((\mathbf{w}, b) \in \mathbb{R}^n \times \mathbb{R}\) range over all \(\|\mathbf{w}\| \leq \Lambda\) (and \(b\) is arbitrary).

A hypothesis \(h \in C_{R,\Lambda}\) is said to be **consistent** with a labeled sample \(\mathcal{D}_m = \{(X_i, Y_i) : i \in [m]\}\) if \(h(X_i, Y_i) = 1\) for all \(i \in [m]\). These are essentially the gap-tolerant classifiers [13].

**Lemma 6.** The VC-dimension of \(C_{R,\Lambda}\) is at most \((2R\Lambda + 1)^2\).

**Remark.** To establish this lemma, we will closely follow the proof of [4, Theorem 4.2]. The differences are that the latter (i) does not allow a bias term \(b\), (ii) defines a sample-dependent concept class, which precludes invoking standard PAC bounds (which require that the concept class be fixed in advance of seeing the sample) and (iii) has a concept class defined over the points \(x\) as opposed to pair \((x, y)\).

**Proof of Lemma 6.** Suppose that \(C_{R,\Lambda}\) shatters some set \(\{(x_1, y_1), \ldots, (x_d, y_d)\}\) of pairs, for some \(d \in \mathbb{N}\). This implies, in particular, that \(\|x_i\| \leq R, i \in [d]\). It also implies that, for all \(s \in \{-1, 1\}^d\), there is a \((\mathbf{w}, b) \in \mathbb{R}^n \times \mathbb{R}, \|\mathbf{w}\| \leq \Lambda\) such that

\[
1 \leq s_i y_i (\langle \mathbf{w}, x_i \rangle + b) = s_i (\langle \mathbf{w}, y_i x_i \rangle + b_y), \quad i \in [d].
\]

Note that, for any \((\mathbf{w}, b)\) satisfying this inequality with \(\|\mathbf{w}\| \leq \Lambda\), if \(b \geq R\Lambda + 1\), then \(1 \leq s_i (y_i (\langle \mathbf{w}, x_i \rangle + R\Lambda + 1))\) as well, and if \(b \leq -(R\Lambda + 1)\), then \(1 \leq s_i (y_i (\langle \mathbf{w}, x_i \rangle - (R\Lambda + 1)))\) as well. Thus, without loss of generality, we may suppose \(|b| \leq R\Lambda + 1\). Summing up the inequalities over \(i \in [d]\), we have
\[ d \leq \sum_{i \in [d]} s_i(⟨\mathbf{w}, y_i \mathbf{x}_i⟩ + b y_i) = \left( \mathbf{w}, \sum_{i \in [d]} s_i y_i \mathbf{x}_i \right) + b \sum_{i \in [d]} s_i y_i \]
\[
\leq \Lambda \left( \sum_{i \in [d]} s_i y_i \mathbf{x}_i \right) + (R\Lambda + 1) \sum_{i \in [d]} s_i y_i \]
\[
= \Lambda \left( \sum_{i} \|y_i \mathbf{x}_i\|^2 + (R\Lambda + 1) \sum_{i} y_i^2 \right) \]
\[
\leq \Lambda R \sqrt{d} + (R\Lambda + 1) \sqrt{d} = (2R\Lambda + 1) \sqrt{d}. \]

Solving, \( d \leq (2R\Lambda + 1)^2 \). \(\square\)

**Proof of Theorem 3.** Recall a classic VC-based generalization bound for consistent binary classifiers [14]: with probability at least \( 1 - \delta \), a classifier consistent with a sample of size \( m \) chosen from a concept class with VC-dimension \( d \) achieves generalization error at most

\[
\frac{2}{m} \left( d \log_2 \frac{2em}{d} + \log_2 \frac{2}{\delta} \right). \tag{11} \]

Our learner’s task is to match the function \( f : \mathbb{R}^n \times \{-1, 1\} \rightarrow \{-1, 1\} \) given by \( f(x, y) = 1 \) on the labeled sample using concepts \( h \in \mathcal{C}_{R,\Lambda} \). We are going to invoke a standard (double) stratification argument [15] over \( \|w\| \) and \( \|x\| \). Define the lattice of concept classes \( \mathcal{C}_{i,j} \), where \( \mathcal{C}_{i,j} \subseteq \mathcal{C}_{i',j'} \) whenever \( i \leq i' \) and \( j \leq j' \). This lattice is defined in advance of seeing any sample. Now consider a learner who receives a training sample \( S \subseteq \mathbb{R}^n \), contained in some ball of radius \( R \). There exists a consistent hyperplane with margin \( \gamma \) iff there is a consistent \( h \in \mathcal{C}_{[R], [1/\gamma]} \). Define \( p_i = q_i = 6/(\pi i)^2 \), for \( i = 1, 2, \ldots \), and observe that for each \( i, j \), the generalization bound in (11) holds uniformly over the concept class \( \mathcal{C}_{i,j} \) with probability at least \( 1 - \delta p_i q_j \). Invoking the union bound, we have that (11) holds simultaneously for all \( i, j, \in \mathbb{N} \) with probability at least \( 1 - \delta \sum_{i,j} p_i q_j = 1 - \delta \). Equivalently, any \( \gamma \)-margin hyperplane consistent with a sample of size \( m \) contained in radius \( R \) achieves generalization error at most

\[
\frac{2}{m} \left( \left\lceil \frac{2}{R} \left\lceil \frac{1}{\gamma} \right\rceil \right\rceil + 1 \right)^2 \log_2 \frac{2em}{\left( \left\lceil \frac{2}{R} \left\lceil \frac{1}{\gamma} \right\rceil \right\rceil + 1 \right)^2} + \log_2 \frac{2}{\delta q|R|P[1/\gamma]} \right), \]

from which the stated bound follows immediately, using \( 2uv \leq 2[u][v] + 1 \leq 5[uv] \), which is valid for all \( u, v \geq 0 \). \(\square\)

**5. Representation by Lagrange multipliers**

The following lemma summarizes some well-known facts about max-margin hyperplanes and their induced support vectors. They may be seen as consequences of the strong duality and complementary slackness [16,17], see also [18,4]. The representation of MMH(D) in terms of Lagrange multipliers \( \alpha \), and properties thereof, as described in this lemma, will be vital to our analysis below.

**Lemma 7.** For any \( m \in \mathbb{N} \), consider a data set \( D = \{(x_1, y_1), \ldots, (x_m, y_m)\} \), and put \( \mathbf{z}_i := y_i \mathbf{x}_i \in \mathbb{R}^n \), \( i \in [m] \). Suppose that \( (\mathbf{w}, \hat{b}, \gamma) = \text{MMH}(D) \) with \( 0 < \gamma < \infty \). Then:

(i) There exists an \( \alpha \in \mathbb{R}^m \) such that \( \mathbf{w} = \sum_{i=1}^m \alpha_i \mathbf{z}_i \)
(meaning: the normal vector \( \mathbf{w} \) of the max-margin hyperplane lies in the conical hull of the data vectors).

(ii) The \( \alpha \) in (i) may be chosen to satisfy \( \alpha_i \neq 0 \implies \|\mathbf{w}, \mathbf{z}_i\| + y_i \hat{b} = \gamma \), \( i \in [m] \)
(meaning: the margin is achieved at the support vectors).
(iii) The $\alpha$ in (i, ii) may be chosen to satisfy $c \sum_{i=1}^{m} \alpha_i y_i = 0$ (meaning: in the non-homogeneous case, the sums of $\alpha$ multipliers for positive and negative examples are equal).
(iv) For any $\alpha$ as in (i, ii, iii), putting $D^{\text{supp}} = \{(x_i, y_i) : i \in \text{supp}(\alpha)\}$, we have $(\hat{w}, \hat{b}, \gamma) = \text{MMH}(D^{\text{supp}})$ (meaning: the non-support vectors may be omitted from the data set without affecting the max-margin hyperplane).
(v) Assuming $m > 1$, choose $i \in [m]$ and let $(\hat{w}_i, \hat{b}_i, \gamma_i) = \text{MMH}(D_{-i})$. Then

$$\gamma_i - \gamma \iff (\hat{w}_i, \hat{b}_i) \neq (\hat{w}, \hat{b}) \iff y_i(\langle \hat{w}, x_i \rangle + \hat{c}b) = \gamma \iff (x_i, y_i) \in D^{\text{marg}}$$

(meaning: omitting the $i$th example increases the margin iff it changes the optimal hyperplane, and this implies that the omitted point was a marginal vector).

Given any $\alpha \in \mathbb{R}^m$ as described in Lemma 7(i, iv), we generally denote $D^{\text{supp}} = \{(x_i, y_i) : i \in \text{supp}(\alpha)\}$, the set of support vectors (with respect to $\alpha$). Note, however, that as the vector $\alpha$ in Lemma 7 is not guaranteed to be unique, or even to have unique support, the set $D^{\text{supp}}$ is generally not uniquely defined.

6. Inductive SVM expected error bound

Before getting into the details of our proof, we first briefly discuss some important similarities and differences in our approach compared to the previous proof of [1]. The proof of [1] studies the leave-one-out cross validation error of the algorithm, which is known to be an unbiased estimator of the error rate. It bounds this value in terms of the number of “essential” support vectors (whose inclusion is required by any solution to the SVM optimization problem), and then bounds this number by $1/\sqrt{m}$. The proof of this latter bound lower-bounds the Lagrange multiplier for any data point counted as a mistake in the leave-one-out estimator. It does so by considering the effect on the Lagrange multipliers of the other points induced by fixing that point’s multiplier to 0 in the SVM dual optimization problem, and analyzing the effect on the dual objective function.

Like the original proof of [1], our new proof also examines the leave-one-out cross validation error of the SVM, and relates this to the number of essential support vectors, which we then bound by a value $\propto 1/\sqrt{m+1}$ by lower-bounding the Lagrange multipliers of points counted as a mistake in the leave-one-out estimator. However, our proof diverges from that of [1] in this last step. Specifically, rather than analyzing the Lagrange multipliers of the solution to the SVM dual optimization problem with the point held out, we are able to lower-bound the Lagrange multipliers of mistake points by analyzing the effect of leaving out that point, in terms of the weight vector in the solution to the primal optimization problem. This yields new insights into the behavior of the primal solutions in support vector machines, which may themselves be of interest.

Our approach is also quite flexible, and in particular allows us to simultaneously analyze the homogeneous (zero bias) and non-homogeneous variants of SVM, yielding smaller constant factors in the former case, which was not covered by the original proof of [1].

As we will see in the next section, the approach also easily extends to the analysis of transductive SVM, where we also obtain bounds on the expected error rate, for both the homogeneous and non-homogeneous cases, which match the lower bound (1) up to constant factors. To our knowledge, this is the first publication of a proof that transductive SVM obtains the minimax rate. We note, however, that one can modify the argument of [1] to obtain a similar result for transductive SVM, though again only for the non-homogeneous case.

6.1. Bounding the number of leave-one-out mistake vectors

As mentioned, our basic strategy toward bounding the expected error rate of the SVM is to analyze its leave-one-out cross validation error rate, which (when the test point is included in the data set) is known to be an unbiased estimator of the expected error rate. Toward this end, we now define the set of leave-one-out mistake vectors — corresponding to the data points on which a mistake is made when they are held out.\(^6\)

**Definition 8 (Leave-one-out Mistake Vectors).** Given a dataset $D$ as above, we say that $\ell \in [m]$ is a leave-one-out mistake index if $(\hat{w}_{-\ell}, \hat{b}_{-\ell}) = \text{MMH}(D_{-\ell})$ satisfies $y_{\ell} (\langle \hat{w}_{-\ell}, x_{\ell} \rangle + \hat{c}b_{-\ell}) \leq 0$. In other words, upon removing $x_{\ell}$ from $D$, the resulting maximum margin separator misclassifies $x_{\ell}$ (or possibly has $x_{\ell}$ on the separator). Let $D^{\text{LOOM}} \subseteq D$ denote the set of all $(x_{\ell}, y_{\ell}) \in D$ such that $\ell \in [m]$ is a leave-one-out mistake index; these are the leave-one-out mistake vectors.

The rest of this section is devoted to proving the following theorem, which bounds the number of leave-one-out mistake vectors in terms of the dimension $n$ and the margin $\gamma$.

---

\(^6\) For simplicity, we also include data points $(x_{\ell}, y_{\ell})$ which, when held out, are borderline predictions (i.e., those on the MMH($D_{-\ell}$) separator). Since our purpose below is to upper bound the number of leave-one-out mistakes, this relaxation is benign.
**Theorem 9.** Fix any \( m \in \mathbb{N} \) with \( m \geq 2 \), and any \( \mathcal{D} = \{(x_1, y_1), \ldots, (x_m, y_m)\} \), and let \((\hat{w}, \hat{b}, \gamma) = \text{MMH}(\mathcal{D})\). Let \( r \in \mathbb{R}_+ \) be such that \( \max_{i \in [m]} \|x_i\| \leq r \). Assuming \( \gamma > 0 \), we have \( \text{card}(\mathcal{D}^{\text{LOOM}}) \leq \min \{n + c, \frac{15 + 6c r^2}{\gamma^2}\} \).

The proof of this theorem relies on the following lemma, which lower-bounds the Lagrange multipliers \( \alpha \) from Lemma 7 associated with vectors whose margin can be reduced without reducing the margin on the remaining points.

**Lemma 10.** Let \( \mathcal{D}, \{z_i\}, (\hat{w}, \hat{b}), \gamma, \) and \( \alpha \) be as in Lemma 7(i, ii, iii), and suppose \( 0 < \gamma < \infty \). Let \( r \in (0, \infty) \) be such that \( \max_{i \in [m]} \|x_i\| \leq r \). Fix any \( \epsilon \in (-\infty, \gamma) \), and if \( c = 1 \), then also suppose \( \epsilon \geq \gamma - 4r^2/\gamma \). For any \( d \in [m] \), if there exists \((w_d, b_d) \in \mathcal{S}^n \times \mathbb{R} \) such that \( y_d (w_d, x_d) + cb_d) \leq \epsilon \) and \( \min_{j \in [m] \setminus \{d\}} y_j (w_d, x_j) + cb_d) \geq \gamma \), then \( \alpha_d \geq \frac{1}{(2 + 6c r^2)(\gamma - \gamma_d)^2} \), and altogether we have

\[
\alpha_d \geq \frac{1}{(2 + 6c r^2)(\gamma - \gamma_d)^2} \geq \frac{1}{(2 + 6c r^2)(\gamma - \epsilon)}.
\]

Otherwise, if \( \|w_d\| > \gamma - \gamma_d)^2 \), then supposing \( \|x_d\| > 0 \), \( 1 - \frac{1}{(2 + 6c r^2)(\gamma - \gamma_d)^2} \geq 1 - \frac{1}{(2 + 6c r^2)(\gamma - \gamma_d)^2} \), so that Lemma 16 from Appendix A implies

\[
\|w_d, z_d\| - \|w_d, x_d\| < \frac{1}{1 + c}(\gamma - \gamma_d).
\]

This inequality is also trivially satisfied if \( \|x_d\| = 0 \). But since \( \|w_d, z_d\| + y_d cb) \geq \gamma \) and \( \|w_d, x_d\| + y_d cb = y_d \), this implies

\[
y_d cb \geq (\|w_d, z_d\| + y_d cb) - (\|w_d, x_d\| + y_d cb) = \frac{1}{1 + c}(\gamma - \gamma_d) \geq (\gamma - \gamma_d) - \frac{1}{1 + c}(\gamma - \gamma_d) = \frac{c}{1 + c}(\gamma - \gamma_d).
\]

In particular, since this can only occur with \( c = 1 \), this completes the proof for the case \( c = 0 \). Now for the case \( c = 1 \), suppose \( j \in [m] \setminus \{d\} \) is such that \( y_j = y_d \). If \( \|x_j\| > 0 \), then since \( \|w_d\| > 1 - \frac{1}{8\pi}(\gamma - \gamma_d)^2 \geq 1 - \frac{1}{8\pi}(\gamma - \gamma_d)^2 \), Lemma 16 from Appendix A implies \( \|w_d, z_j\| - \|w_d, x_j\| < \frac{1}{\gamma}(\gamma - \gamma_d) \). This inequality is also trivially satisfied if \( \|x_j\| = 0 \). Thus, we have

\[
\|w_d, z_j\| + y_j \hat{b} = \|w_d, z_j\| + y_j \hat{b} > \left(\|w_d, z_j\| - \frac{1}{2}(\gamma - \gamma_d)\right) + \left(y_d \hat{b} + \frac{1}{2}(\gamma - \gamma_d)\right) = \|w_d, z_j\| + y_j \hat{b} \geq \gamma.
\]

In particular, this implies \((x_j, y_j) \notin \mathcal{D}^{\text{mark}} \). Together with Lemma 7(ii), this implies \((x_j, y_j) \notin \mathcal{D}^{\text{supp}} \) (defined with respect to \( \alpha \)). Thus, if \( \|w_d\| > 1 - \frac{1}{8\pi}(\gamma - \gamma_d)^2 \), then every \( j \in [m] \setminus \{d\} \) with \( \alpha_j > 0 \) has \( y_j \neq y_d \). But together with Lemma 7(iii) and Lemma 18, this implies

\[
\alpha_d = \sum_{j \in [m] \setminus \{d\}} \alpha_j = \alpha_d + \sum_{j=1}^m \alpha_j = \frac{1}{\gamma} - \alpha_d,
\]

so that \( \alpha_d = \frac{1}{\gamma} \geq \frac{1}{8\pi}(\gamma - \epsilon) \). \( \square \)

In particular, this straightforwardly implies the following corollary, lower-bounding the \( \alpha_\ell \) values for leave-one-out mistake indices \( \ell \).
Corollary 11. Let \( D, \{ z_i \}, (\tilde{w}, \tilde{b}), \gamma, \alpha, \) and \( r \) be as in Lemma 10. Then \((x, y) \in D^{\text{LOOM}} \implies \alpha \leq \frac{1}{(2 + 6c)r^2} \gamma, \quad \ell \in [m].\)

**Proof.** The claim is vacuously true if \( D^{\text{LOOM}} = \emptyset \) or \( \gamma = 0 \) (since \( \alpha \in \mathbb{R}^m \)), so suppose that \( D^{\text{LOOM}} \) contains some \((x, y)\), and that \( \gamma > 0 \). Next, note that the fact that \( \gamma < \infty \) implies that there exist \( i, j \in [m] \) with \( y_i \neq y_j \). In particular, this means there exists a \( \tau \in [0, 1] \) such that, denoting \( x_\tau = r x_j + (1 - r) x_f, \{ \tilde{w}, x_j \} + \tilde{b} = 0 \). Thus, since \( x \mapsto \| \tilde{w}, x_j + \tilde{b} \| \) is the Euclidean distance from \( x \) to the closest point \( x_0 \) with \( \{ \tilde{w}, x_j \} + \tilde{b} = 0 \), a triangle inequality implies \( \| \{ \tilde{w}, x_j \} + \tilde{b} \| + \| \{ \tilde{w}, x_j \} + \tilde{b} \| \leq \| x_j - x_0 \| + \| x_j - x_0 \| = \| x_j - x_0 \| + \| x_j - x_0 \| = 2r \). Since \( \| \tilde{w}, x_j \| + \| \tilde{w}, x_j \| + \| \tilde{w}, x_j \| \geq 2\gamma \), this implies \( \gamma \leq \gamma \).

Let \((\tilde{w}, -\tilde{b}) = \text{MMH}(D^{\text{LOOM}}), \) and note (from Definition 8) that

\[
y_j \left( (\tilde{w}, x_j) + \tilde{b} \right) \leq 0.
\]

and, since removing a point cannot decrease the maximum achievable margin,

\[
\min_{j \in [m] \setminus \{ j \}} y_j \left( (\tilde{w}, x_j) + \tilde{b} \right) \geq \gamma.
\]

Thus, since \( 0 < \gamma \leq r \) implies \( 0 \in [\gamma - 4r^2 / \gamma, \gamma] \), the result follows from Lemma 10 (taking \( \epsilon = 0 \)).

We are now ready for the proof of Theorem 9.

**Proof of Theorem 9.** If \( \gamma = \infty \) (which can only happen if \( c = 1 \)), then it must be that every \( (x_i, y_i) \in D \) has the same \( y_i \). Since \( m \geq 2 \), this implies that every \( i \in [m] \) has \((\tilde{w}, -\tilde{b}) = \text{MMH}(D^{\text{LOOM}}) \) with \( y_i = \gamma \), which means \( D^{\text{LOOM}} = \emptyset \). The result trivially follows in this case. Furthermore, note that if \( r = 0 \) (which again can only happen if \( c = 1 \), due to the \( \gamma > 0 \) assumption), then every \( (x_i, y_i) \in D \) has the same \( x_i \). Together with the linear separability assumption, this again implies that every \( (x_i, y_i) \in D \) has the same \( y_i \), so that \( \gamma = \infty \), and hence, as just established, the result trivially holds in this case.

For the remaining case, suppose \( 0 < \gamma < \infty \) and \( r > 0 \), and put \( k = \text{card}(D^{\text{LOOM}}) \). The claim is trivial if \( k = 0 \), so assume \( k \geq 1 \) and let \( \{ i_1, \ldots, i_k \} \subseteq [m] \) be the leave-one-out mistake indices:

\[
D^{\text{LOOM}} = \{ (x_i, y_i) \}, \ldots, (x_i, y_i) \}.
\]

Put \( z_i = y_i, x_i \in [m] \). Lemma 17 implies the existence of \( \alpha \in \mathbb{R}^m \) satisfying the conditions (i, ii, iii) of Lemma 7, such that the vectors \( \{ (x_i, c) : i \in [m] \} \) are linearly independent. Furthermore, Corollary 11 implies that for any such \( \alpha \),

\[
\alpha_i \geq \frac{1}{(2 + 6c)r^2} \gamma, \quad j \in [k].
\]

Thus, any leave-one-out mistake index \( i_j \) must be in \( \text{supp}(\alpha) \), and hence

\[
\{ (x_i, c) : (x_i, y_i) \in D^{\text{LOOM}} \} \subseteq \{ (x_i, c) : i \in \text{supp}(\alpha) \}.
\]

This implies that the vectors \( \{ (x_i, c) : (x_i, y_i) \in D^{\text{LOOM}} \} \) are linearly independent; since these are contained in \( \mathbb{R}^n \times \{ c \} \), which has a span of dimension \( n - c \), we obtain that \( k \leq n + c \). Invoking Lemma 18, we have

\[
1 \gamma = \sum_{i = 1}^m \alpha_i \geq \sum_{j = 1}^k \alpha_j \geq \sum_{j = 1}^k \frac{1}{(2 + 6c)r^2} \gamma = k \frac{1}{(2 + 6c)r^2} \gamma,
\]

which implies \( k \leq \frac{(2 + 6c)r^2}{\gamma^2} \).

6.2. Proof of the error bound

We are now ready for the proof of Theorem 4.

**Proof of Theorem 4.** Define the function \( \psi : (\mathbb{R}^n)^{m+1} \to [0, 1] \) by

\[
\psi(x_i^{m+1}) = \frac{1}{1} \left[ \hat{h}_m(x_i, f^*(x_i)) : (x_i, f^*(x_i)) : i \in [m+1] \right] \neq f^*(x_{m+1}) \right] \leq 1 \left[ (x_{m+1}, f^*(x_{m+1})) \right] \in D^{\text{MMH}} \right] \right],
\]

where \( D = \{ (x_i, f^*(x_i)) : i \in [m+1] \} \) is determined by the arguments into \( \psi \) (the formal dependence of \( \psi \) on the values \( y_i = f^*(x_i) \) is suppressed, since these are determined by the \( x_i \) points and the fixed target \( f^* \)). For each \( t \in [m+1] \), define the permutation \( \sigma_t : [m+1] \to [m+1] \) to be the one that swaps \( t \) and \( m+1 \) while leaving the remaining elements fixed (and in particular, \( \sigma_{m+1} \) is the identity map and \( \sigma(X_i^{m+1}) = (X_i(1), \ldots, X_i(m+1)) \)). Since \( X_1, \ldots, X_{m+1} \) are exchangeable, and \( \text{margin}(D_{m+1}) \) and \( \text{max}(x, y) \in D_{m+1} \) are invariant under permutations,
Thus, since any dataset, the mistake vectors \( \mathcal{D}^{\text{LOOM}} \) are invariant under permutations of \( \mathcal{D} \), the last expression in (12) is at most \( 1/(m+1) \) times

\[
\mathbb{E} \left[ \sum_t \mathbb{1} \left[ \mathbf{x}_{\tau(m+1)} \in \mathcal{D}^{\text{LOOM}} \right] \mathbb{1} \left[ y_{m+1}, r_{m+1} \right] \right] = \mathbb{E} \left[ \sum_t \mathbb{1} \left[ \mathbf{x}_t \in \mathcal{D}^{\text{LOOM}} \right] \mathbb{1} \left[ y_{m+1}, r_{m+1} \right] \right] 
\]

To show (7), we invoke Theorem 9 (recalling \( y_{m+1} > 0 \) almost surely), to obtain \( \mathbb{E} \left[ \text{card} \left( \mathcal{D}^{\text{LOOM}}_m \right) \mathbb{1} \left[ y_{m+1}, r_{m+1} \right] \right] \leq \min \left\{ n + c, \frac{(2+6c)r^2}{y_{m+1}} \right\} \). The validity of (8) then follows by the law of total expectation and monotonicity of the expectation. \( \square \)

7. Transductive SVM expected error bound

Similarly to the above, our strategy for bounding the expected error rate of the transductive SVM is to bound the number of leave-one-out cross validation errors. In this case, however, the specification of which points correspond to such mistakes is slightly different. We refer to such points as pivotal vectors, and define them formally as follows.

**Definition 12 (Pivotal Vectors).** Given a dataset \( \mathcal{D} \) with \( \gamma = \text{margin}(\mathcal{D}) \), we say that \( p \in [m] \) is a pivotal index if

\[
\max_{\mathbf{w} \in \mathbb{S}^p, b \in \mathbb{R}} \min_{i \in [m]} (-1)^{1[i=p]} y_i \left( \langle \mathbf{w}, \mathbf{x}_i \rangle + cb \right) \geq \gamma .
\]

In other words, upon flipping the label of \( \mathbf{x}_p \), the data remains linearly separable with margin at least \( \gamma \). Let \( \mathcal{D}^{\text{pivot}} \subseteq \mathcal{D} \) denote the set of all \( (\mathbf{x}_p, y_p) \in \mathcal{D} \) such that \( p \in [m] \) is a pivotal index; these are the pivotal vectors.

The following theorem bounds the number of pivotal vectors in terms of the dimension \( n \) and the margin \( \gamma \).

**Theorem 13.** Fix any \( m \in \mathbb{N} \) with \( m \geq 2 \), and \( \mathcal{D} = \{ (\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_m, y_m) \} \), and let \( (\hat{\mathbf{w}}, \hat{b}, \gamma) = \text{MMH}(\mathcal{D}) \). Let \( r \in \mathbb{R}_+ \) be such that \( \max_{i \in [m]} \| \mathbf{x}_i \| \leq r \). Assuming \( \gamma > 0 \), we have \( \text{card} (\mathcal{D}^{\text{pivot}}) \leq \min \left\{ n + c, \frac{(1+3c)r^2}{\gamma} \right\} \).

Similarly to Theorem 9, a key element in the proof of Theorem 13 is a lower bound on the \( \alpha_p \) values, this time for the pivotal indices \( p \). This is provided by the following corollary. The proof is quite similar to that of Corollary 11, but differs in a few important details, and we therefore find it worthwhile to include a brief proof; it follows straightforwardly from Lemma 10.

**Corollary 14.** Let \( \mathcal{D}, [z_i], (\hat{\mathbf{w}}, \hat{b}), \gamma, \alpha, \) and \( r \) be as in Lemma 10. If \( \gamma < \infty \), then \( (\mathbf{x}_p, y_p) \in \mathcal{D}^{\text{pivot}} \Longrightarrow \alpha_p \geq \frac{1}{(1+3c)r^2} \gamma \). \( p \in [m] \).

**Proof.** Suppose \( \gamma < \infty \). The claim is vacuously true if \( \mathcal{D}^{\text{pivot}} = \emptyset \) or \( \gamma = 0 \) (since \( \alpha \in \mathbb{R}^m \)), so suppose that \( \mathcal{D}^{\text{pivot}} \) contains some \( (\mathbf{x}_p, y_p) \), and that \( \gamma > 0 \). Also, recall from the proof of Corollary 11 that \( \gamma < \infty \Longrightarrow \gamma \leq r \).

From Definition 12, there exists a \( (\mathbf{w}_p, b_p) \in \mathbb{S}^p \times \mathbb{R} \) such that

\[
y_p \left( \langle \mathbf{w}_p, \mathbf{x}_p \rangle + cb_p \right) \leq -\gamma
\]

and

\[
\min_{j \in [m] \setminus \{p\}} y_j \left( \langle \mathbf{w}_p, \mathbf{x}_j \rangle + cb_p \right) \geq \gamma .
\]

Thus, since \( 0 < \gamma \leq r \) implies \( -\gamma \in [\gamma - 4r^2/\gamma, \gamma) \), the result follows from Lemma 10 (taking \( \epsilon = -\gamma \)). \( \square \)

---

7 As in the definition of leave-one-out mistake vectors, we also include the borderline points in this set, which suffices for our purposes of obtaining an upper bound on the number of leave-one-out prediction mistakes.
Now Theorem 13 follows from the same argument as in Theorem 9, except with the set $D_{\text{LOOM}}$ of leave-one-out mistake vectors replaced by the set $D_{\text{pivot}}$ of pivotal vectors, and Corollary 11 replaced by Corollary 14. To reduce repetition, we do not repeat the argument here.8

With Theorem 13 in hand, the proof of Theorem 5 is identical to that of Theorem 4, except substituting the set $D_{\text{pivot}_{m+1}}$ of pivotal vectors in place of the set $D_{m+1}$ of leave-one-out mistake vectors, and invoking Theorem 13 in place of Theorem 9. To reduce repetition, we omit an explicit proof.

Remark. Interestingly, the proof of Theorem 5 can equivalently be interpreted as arguing that transductive SVM corresponds to predicting with the one-inclusion graph prediction strategy of [2], with an orientation of the graph having out-degree of the target node at most $\min(n + c, (1 + 3c)/\gamma_m^2)$.

8 The only other small change needed is in arguing that the case $\gamma = \infty$ remains a trivial case. As before, this can only happen with $c = 1$ and every $y_i$ the same, in which case any $i \in [m]$ has $\text{margin}(D \setminus \{(x_i, y_i)\}) \cup \{(x_i, -y_i)\} < \gamma$ since $m \geq 2$ and any data set with at least one of each label has finite margin. Thus, we have that $D_{\text{pivot}} = \emptyset$ when $\gamma = \infty$, so that again this is a case where the result trivially holds.

### 8. Agnostic case

Here we extend the results above to the agnostic case. In this case, there is a distribution $P_{XY}$ over $\mathbb{R}^n \times \{-1, 1\}$, the data $(X_i, Y_i)$ are i.i.d. $P_{XY}$-distributed samples, and the error rate $\text{err}(h)$ of a classifier $h$ is defined as $\mathbb{P}(h(X) \neq Y)$ for $(X, Y) \sim P_{XY}$ Again, the advantage of the results here over the standard treatment in textbooks is the explicit handling of the nonhomogeneous case. As discussed above, this explicit treatment of the bias term can dramatically improve the bounds compared to the naïve approach of adding an extra dimension and bounding the risk in terms of the homogeneous-case margin bounds in the resulting $n + 1$ dimensional problem: specifically, improving the dependence on $R$, the magnitude of the data.

In the agnostic case, the support vector machine corresponds to the following optimization problem.

\[
\begin{align*}
&\text{minimize} & \|w\|^2 + C \sum_{i=1}^{m} \xi_i \\
&\text{subject to} & Y_i((\mathbf{w} \cdot X_i) + b) \geq 1 - \xi_i, \forall i \leq m \\
& & \xi_i \geq 0, \forall i \leq m.
\end{align*}
\]

We are therefore interested in expressing the generalization bound in terms of $\|w\|^2$ and $\sum_{i=1}^{m} \xi_i$ at the solution. In particular, we have the following theorem.

**Theorem 15.** Let $(\hat{w}, \hat{b}, \hat{\xi})$ denote the values at the solution of the above optimization problem, and let $\hat{h}_m$ denote the resulting classifier $x \mapsto \text{sign}(\langle \hat{w}, x \rangle + \hat{b})$. Then with probability at least $1 - \delta$, letting $R = \max_{x \in [m]} \|X_i\|$, we have

\[
\text{err}(\hat{h}_m) \leq \frac{1}{m} \sum_{i=1}^{m} \hat{\xi}_i + 4 \sqrt{\left(\left\lceil \frac{R}{\|\hat{w}\|} \right\rceil + 1\right)^{2} + 3 \frac{\ln \left(\frac{\pi^2 R^2 \|\hat{w}\|^2}{18}\right)}{m}}.
\]

**Proof.** The proof of this follows a standard argument (see e.g., [4]), with a few modifications to explicitly account for the bias term (which does not appear in the bound). First, for any $\mathbf{w} \in \mathbb{R}^n$ and $b \in \mathbb{R}$, for $(x, y) \in \mathbb{R}^n \times \{-1, 1\}$, define $h_{\mathbf{w}, b}(x) = \text{sign}(\langle \mathbf{w}, x \rangle + b)$ and $\ell_{\mathbf{w}, b}(x, y) = \min\{1 - y(\langle \mathbf{w}, x \rangle + b), 0\}$. Then define $H = \{\ell_{\mathbf{w}, b} : \|\mathbf{w}\| \leq \Lambda, b \in \mathbb{R}\}$ for any $\Lambda > 0$. Now we note that, for any $\mathbf{w}, b$, $\text{err}(h_{\mathbf{w}, b}) \leq \mathbb{E}[\ell_{\mathbf{w}, b}(X, Y)]$ for $(X, Y) \sim P_{XY}$. Thus, it suffices to bound $\mathbb{E}[\ell_{\mathbf{w}, b}(X, Y)|\hat{w}, \hat{b}]$.

Fix any $\Lambda, R > 0$. Theorem 3.1 of [4] implies that, with probability at least $1 - \delta'$, every $\ell_{\mathbf{w}, b} \in H_A$ satisfies

\[
\mathbb{E}[\ell_{\mathbf{w}, b}(X, Y)] \leq \frac{1}{m} \sum_{i=1}^{m} \ell_{\mathbf{w}, b}(X_i, Y_i) + 2\text{Rademacher}(H_A) + 3 \sqrt{\frac{\ln \left(\frac{2}{\delta'}\right)}{m}},
\]

where

\[
\text{Rademacher}(H_A) = \mathbb{E} \left[ \sup_{f_{\mathbf{w}, b} \in H_A} \frac{1}{m} \sum_{i=1}^{m} \ell_{f_{\mathbf{w}, b}}(X_i, Y_i) \right].
\]
and $\epsilon_1, \ldots, \epsilon_m$ are independent $\text{Uniform}(-1, 1)$ random variables, independent from $\{(X_i, Y_i)\}_{i \in [m]}$. Now note that, if $\max_{i \in [m]} \|X_i\| \leq R$, then for any $w \in \mathbb{R}^n$ with $\|w\| \leq \Lambda$, for any $b > R\Lambda + 1$, $\ell_{w,b}(X_i, Y_i) = \ell_{w,R\Lambda+1}(X_i, Y_i)$, and for any $b < -(R\Lambda + 1)$, $\ell_{w,b}(X_i, Y_i) = \ell_{w, -(R\Lambda + 1)}(X_i, Y_i)$. Thus, when $\max_{i \in [m]} \|X_i\| \leq R$, $H_\Lambda$ can equivalently be defined as $\{\ell_{w,b} : \|w\| \leq \Lambda, |b| \leq R\Lambda + 1\}$. Also note that the function $\ell_{w,b}(X, Y)$ is 1-Lipschitz in $(X, Y) \mapsto y((w, X) + b)$. Combining these two facts with Lemma 4.2 of [4] implies Rademacher($H_\Lambda$) is at most

$$E \left[ \sup_{w,b : \|w\| \leq \Lambda, |b| \leq R\Lambda + 1} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i Y_i((w, X_i) + b) \right] \leq \frac{1}{m} \sum_{i=1}^{m} E \left[ \epsilon_i \right] \leq \frac{1}{\Lambda} \sqrt{m},$$

Jensen’s inequality implies this is at most

$$\frac{1}{m} \sqrt{\Lambda E \left[ \sum_{i=1}^{m} \epsilon_i^2 \right]} \leq \frac{1}{\Lambda} \sqrt{m},$$

and the fact that the $\epsilon_i$ variables have zero mean and are independent implies this is equal

$$\frac{1}{m} \sqrt{\Lambda E \left[ \sum_{i=1}^{m} \epsilon_i^2 \right]} \leq \frac{1}{\Lambda} \sqrt{m R^2} \leq \frac{R\Lambda + 1}{\sqrt{m}} \leq 2 \sqrt{\frac{(R\Lambda + 1)^2}{m}}.$$

Thus, for any $\delta_{R,\Lambda} \in (0, 1)$, with probability at least $1 - \delta_{R,\Lambda}$, if $\max_{i \in [m]} \|X_i\| \leq R$, then every $(w, b) \in \mathbb{R}^n \times \mathbb{R}$ with $\|w\| \leq \Lambda$ satisfies

$$\text{err}(h_{w,b}) \leq \frac{1}{m} \sum_{i=1}^{m} \ell_{w,b}(X_i, Y_i) + 4 \sqrt{\frac{(R\Lambda + 1)^2}{m}} + 3 \sqrt{\frac{\ln \left( \frac{2}{\delta_{R,\Lambda}} \right)}{m}}.$$

Now let $p_i = q_i = 6/(\pi t)^2$ for $i \in \mathbb{N}$, and define $\delta_{R,\Lambda} = p_R q_\Lambda \delta$ for $R, \Lambda \in \mathbb{N}$. Then by a union bound, with probability at least $1 - \sum_{R \in \mathbb{N}} \sum_{\Lambda \in \mathbb{N}} \delta_{R,\Lambda} = 1 - \delta$, the above claim holds simultaneously for all $R, \Lambda \in \mathbb{N}$. In particular, on this event, taking $R = \max_{i \in [m]} \|X_i\|$ and $\Lambda = \|\hat{w}\|$, we have

$$\text{err}(h_{\hat{w},\hat{b}}) \leq \frac{1}{m} \sum_{i=1}^{m} \ell_{\hat{w},\hat{b}}(X_i, Y_i) + 4 \sqrt{\frac{(R\Lambda + 1)^2}{m}} + 3 \sqrt{\frac{\ln \left( \frac{2^4 R^2 \Lambda^2}{185} \right)}{m}}.$$

The result then follows from this by noting that $\hat{h}_m = h_{\hat{w},\hat{b}}$, and that $\ell_{\hat{w},\hat{b}}(X_i, Y_i) \leq \max\{1 - Y_i((\hat{w}, X_i) + \hat{b}), 0\}$, and by the constraints in the optimization problem, we know $\xi_i \geq \max\{1 - Y_i((\hat{w}, X_i) + \hat{b}), 0\}$, so that $\frac{1}{m} \sum_{i=1}^{m} \ell_{\hat{w},\hat{b}}(X_i, Y_i) \leq \frac{1}{m} \sum_{i=1}^{m} \xi_i$. □
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Appendix A. Technical lemmas

Lemma 16. \( \forall u \in \mathbb{R}^n, \forall v, w \in S^n, \forall \delta > 0, \)

\[
|\langle u, v \rangle - \langle u, w \rangle| \geq \delta \implies \langle v, w \rangle \leq 1 - \frac{\delta^2}{2\|u\|^2}.
\]

**Proof.** Suppose \( |\langle u, v \rangle - \langle u, w \rangle| \geq \delta > 0 \). First note that, in particular, this implies \( \|u\| > 0 \), so that \( \frac{\delta^2}{2\|u\|^2} \) is well-defined. Denote \( \sigma = \|u\| \). By rotational symmetry, there is no loss of generality in assuming \( u = \sigma e_1 \), where \( e_1 \) denotes the first canonical orthonormal basis vector. Hence, \( \langle u, v \rangle = \sigma v_1 \) and \( \langle u, w \rangle = \sigma w_1 \), so that we have that

\[
|v_1 - w_1| \geq \frac{\delta}{\sigma}.
\]

Furthermore, since \( \|v\| = \|w\| = 1 \), the Cauchy-Schwarz inequality implies

\[
\langle v, w \rangle \leq \sqrt{1 - v_1^2} \sqrt{1 - w_1^2}.
\]

(A.1)

It remains to show that the right-hand side of (A.2) is at most \( 1 - (v_1 - w_1)^2/2 \); together with (A.1), this will imply \( \langle v, w \rangle \leq 1 - \frac{s^2}{2\sigma^2} \), as claimed. To this end, we claim that

\[
st + \sqrt{(1 - s^2)(1 - t^2)} \leq 1 - \frac{1}{2}(s - t)^2, \quad 0 \leq s, t \leq 1.
\]

(A.3)

Put \( L = \sqrt{1 - s^2}(1 - t^2) \) and \( R = 1 - (s - t)^2/2 - st \); clearly, (A.3) is equivalent to the assertion that \( L^2 \leq R^2 \). Now

\[
R^2 - L^2 = \frac{(s^2 - t^2)^2}{4} \geq 0.
\]

This proves (A.3). \( \square \)

Appendix B. Facts about support vectors

The next two results are known, but we reprove them here to establish them in the particular form we require for their use in the proofs of our other results.

**Lemma 17.** Let \( D, \{z_i\}, \{\hat{w}, \hat{b}\} \), and \( y \) be as in Lemma 7. Then the \( \alpha \in \mathbb{R}^m \) in Lemma 7(i, ii, iii) may be chosen so that the vectors \( \{(\alpha x, c) : i \in \text{supp}(\alpha)\} \) are linearly independent.

**Remark.** Obviously, whenever \( \{\hat{w}, 0\} \in \text{span}(\{(z_i, cy_i)\}) \), there exist linearly independent \( \{(z_i', cy'_i) \subseteq \{(z_i, cy_i)\} \) such that \( \{\hat{w}, 0\} \in \text{span}(\{(z_i', cy'_i)\}) \). What makes the claim nontrivial is the extra condition of nonnegativity on \( \alpha \).

**Proof.** This argument is essentially taken from [19]. Let \( \alpha \in \mathbb{R}^m \) be such that \( \|\alpha\|_0 \) is minimal, subject to the conditions in Lemma 7(i, ii, iii). Put \( k = \|\alpha\|_0 \) and let \( \{i_1, \ldots, i_k\} = \text{supp}(\alpha) \). For the sake of obtaining a contradiction, suppose the vectors \( (x_{i_1}, c), \ldots, (x_{i_k}, c) \) are not linearly independent. This implies that \( (x_{i_1}, y_{i_1} c), \ldots, (x_{i_k}, y_{i_k} c) \) are also not linearly independent. Thus, there exist scalars \( \beta_{i_\ell} \in \mathbb{R}, \ell \in [k], \) not all equal zero, such that

\[
\sum_{\ell \in [k]} \beta_{i_\ell} (z_{i_\ell}, y_{i_\ell} c) = 0,
\]

where here \( 0 \) is the \( (n + 1) \)-dimensional vector of 0’s. Now for each \( t \in \mathbb{R} \), define \( \alpha^{(t)} \in \mathbb{R}^m \) as

\[
\alpha_i^{(t)} = \begin{cases} 0, & i \notin \{i_1, \ldots, i_k\} \\ \alpha_i - t \beta_i, & i \in \{i_1, \ldots, i_k\}. \end{cases}
\]

Then

\[
\sum_{i=1}^m \alpha_i^{(t)} (z_i, y_i c) = \sum_{\ell \in [k]} \alpha_{i_\ell} (z_{i_\ell}, y_{i_\ell} c) - t \sum_{\ell \in [k]} \beta_{i_\ell} (z_{i_\ell}, y_{i_\ell} c) = (\hat{w}, 0) - 0 = (\hat{w}, 0),
\]

so that \( \alpha^{(t)} \) also satisfies the conditions (i, iii) of Lemma 7, aside from the nonnegativity requirement \( \langle \alpha^{(t)} \rangle \in \mathbb{R}^m \). Furthermore, any \( i \in [m] \) with \( \alpha_i^{(t)} \neq 0 \) has \( i \in \{i_1, \ldots, i_k\} \), so that \( \alpha_i > 0 \), and hence condition (ii) of Lemma 7 implies \( (x_i, y_i) \in D^{\text{margin}} \); therefore, \( \alpha^{(t)} \) also satisfies condition (ii) of Lemma 7.
Next, for each $\ell \in [k]$ with $\beta_{i,\ell} \neq 0$ (of which there is at least one), define $t_{\ell} = c_{i,\ell}/\beta_{i,\ell}$. Since each $\alpha_{i,\ell}$ is strictly greater than 0, and $\beta_{i,\ell}$ is finite, each of these values $t_{\ell}$ is a nonzero finite value. Let $t^*$ denote the value $t_{\ell^*}$ for the value $\ell^* \in [k]$ with smallest $|t_{\ell}|$ among $\ell \in [k]$ with $\beta_{i,\ell} \neq 0$. Then note that every $\ell \in [k]$ has $\alpha_{i,\ell} = \alpha_{i,\ell^*} - t^* \beta_{i,\ell} \geq 0$, so that $\alpha^{(\ell^*)} \in \mathbb{R}_+^m$. Furthermore, $\alpha^{(\ell^*)} = \alpha_{i,\ell^*} - t^* \beta_{i,\ell^*} = 0$. Thus, $\alpha^{(\ell^*)} \in \mathbb{R}_+^m$. However, $\|\alpha^{(\ell^*)}\|_0 \leq \|\alpha\|_0 - 1$. Altogether, we have that $\alpha^{(\ell^*)} \in \mathbb{R}_+^m$ satisfies the conditions (i, ii, iii) of Lemma 7, while $\|\alpha^{(\ell^*)}\|_0 < \|\alpha\|_0$. This violates the minimality of $\|\alpha\|_0$ stipulated in our choice of $\alpha$, resulting in a contradiction. We therefore conclude that, for any $\alpha \in \mathbb{R}_+^m$ with minimal $\|\alpha\|_0$ subject to the constraints in Lemma 7(i, ii, iii), the vectors $(x_i, c): i \in \text{supp}(\alpha)$ are linearly independent. Since the existence of such $\alpha$ is guaranteed by Lemma 7(i, ii, iii) (and the fact that $\|\alpha\|_0$ can take only finitely many different values), the result follows. □

The following result establishes a connection between the Lagrange multipliers $\alpha$ and the margin $\gamma$. The result is well known, but we include a proof (taken from [4]) for completeness, and since our definitions are slightly different (in the normalization).

**Lemma 18.** Let $(z_i), (\hat{w}, \hat{b})$, and $\gamma$ be as in Lemma 7, with $\alpha \in \mathbb{R}_+^m$ satisfying (i, ii, iii) therein. Then

$$\sum_{i=1}^{m} \alpha_i = \frac{1}{\gamma}.$$ 

**Proof.** This proof is taken from [4]. Conditions (i, ii) of Lemma 7 imply that, for any $i \in \text{supp}(\alpha)$,

$$\hat{c} b + \sum_{j=1}^{m} \alpha_j y_j \langle x_j, x_i \rangle = \hat{c} b + \langle \hat{w}, x_i \rangle + \hat{c} \hat{b} = y_i \gamma.$$ 

Multiplying by $\alpha_i y_i$, we have

$$\hat{c} \alpha_i y_i + \sum_{j=1}^{m} \alpha_j \alpha_i y_j y_i \langle x_j, x_i \rangle = \alpha_i y_i^2 \gamma = \alpha_i \gamma.$$ 

Furthermore, this is trivially also satisfied for any $i \notin \text{supp}(\alpha)$, since the expressions are all equal zero in that case. Thus, summing over all $i \in [m]$, we obtain

$$\hat{c} \sum_{i=1}^{m} \alpha_i y_i + \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_j \alpha_i y_j y_i \langle x_j, x_i \rangle = \gamma \sum_{i=1}^{m} \alpha_i.$$ 

Conditions (i, iii) of Lemma 7 imply that the left hand side of the above equals $0 + \langle \hat{w}, \hat{w} \rangle = 1$, so that $\gamma \sum_{i=1}^{m} \alpha_i = 1$, or equivalently: $\sum_{i=1}^{m} \alpha_i = \frac{1}{\gamma}$. □

**Appendix C. Lower bounds**

Here we sketch a proof of the lower bound (1). In particular, combined with the above upper bounds, this establishes that the support vector machine (in both the inductive and transductive variant) achieves the minimal expected error rate in the limit, up to constant factors.

**Theorem 19.** For any learning algorithm $A$, there exists a data distribution and target function such that the maximum margin homogeneous linear separator for $m$ samples has margin at least $\gamma$ (almost surely), and the expected error rate of $A$ (with these $m$ samples as input) is at least

$$\min(1/\gamma^2, n) - 1 \leq 2e(m + 1).$$

**Proof Sketch.** It was proven in [2] that, for any space $\mathcal{X}$ and any concept space $\mathcal{H}$ of a given VC dimension $d$, there exists a distribution on $\mathcal{X}$ such that, for any learning algorithm $A$, there exists a choice of target function in $\mathcal{H}$ such that the expected error rate of $A$ is at least $(d - 1)/(2e(m + 1))$, given $m$ iid samples. Furthermore, the distribution of the data in that proof can be supported on an arbitrary shatterable set of size $d$. We establish our result by reduction to this one. Specifically, we note that the first $k = \min(1/\gamma^2, n)$ basis vectors are shatterable by homogeneous linear separators having margin at least $\gamma$ with respect to these $k$ points. Thus, restricting to a concept space of $2^k$ homogeneous linear separators with margin at least $\gamma$ on these $k$ points, the VC dimension is $k$, which establishes a lower bound $(k - 1)/(2e(m + 1))$ for
this subspace. Since these separators are contained in the larger space of all linear separators, and the lower bound also applies to improper learning algorithms, this lower bound also holds for the full space of linear separators. Furthermore, we have established this lower bound while restricting the target concept to be among these $2^k$ separators, each of which has margin at least $\gamma$ on the points in the support of the data distribution, and therefore (almost surely) has margin at least $\gamma$ on the $m$ data points. □
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