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Abstract

We introduce a fast Fourier spectral method for the multi-species Boltzmann collision operator. The method retains the advantages of the single-species fast spectral method Gamba et al. (2017) including: (a) spectral accuracy, (b) reduced computational complexity compared to direct spectral method, (c) reduced memory requirement in the precomputation, and (d) applicability to general collision kernels. The fast collision algorithm is then coupled with discontinuous Galerkin discretization in the physical space Jaiswal et al. (2019) to result in a highly accurate deterministic method (DGFS) for the full Boltzmann equation of gas mixtures. A series of numerical tests is performed to illustrate the efficiency and accuracy of the proposed method. Various benchmarks highlighting different collision kernels, different mass ratios, momentum transfer, heat transfer, and in particular the diffusive transport have been studied. The results are directly compared with the direct simulation Monte Carlo (DSMC) method.
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1. Introduction

The Boltzmann equation is an integro-differential equation describing the evolution of the distribution function in six-dimensional phase space. It governs the dilute gas behavior at the molecular level and its solution is required to accurately describe a wide range of non-continuum flow phenomena such as shocks, expansions into vacuum [1] as well as velocity and thermal slip at gas–solid interfaces [2,3]. Most rarefied flows of technological interest involve gas mixtures with species diffusion playing a decisive role in turbulent, chemically reacting flows, and evaporation/condensation processes [4]. This paper focuses on the development and verification of a deterministic numerical solution to the full Boltzmann equation for gas mixtures.

The physics of Boltzmann equation is now most often simulated computationally using the direct simulation Monte Carlo (DSMC) method [5]. Based on the kinetic theory of gases, DSMC models the binary interactions between particles stochastically. The DSMC method can be rigorously derived as the Monte Carlo solution of the
The complexity for a single evaluation of the collision operator is reduced from recently, a fast Fourier spectral method for the single-species Boltzmann collision operator was introduced in [22]. Fitting/recalibration. This could be a reason that all the numerical tests were restricted to hard spheres in [20]. The method is based on the so-called Carleman representation which in its original form can only treat hard sphere molecules [21]. Extension to general collision kernels requires additional assumption on the kernel and parameter fitting/recalibration. This could be a reason that all the numerical tests were restricted to hard spheres in [20]. Recently, a fast Fourier spectral method for the single-species Boltzmann collision operator was introduced in [22]. The complexity for a single evaluation of the collision operator is reduced from $O(N^6)$ (direct calculation) to $O(MN^4\log N)$, where $N$ is the number of discretization points in each velocity dimension, and $M \ll N^2$ is the number of discretization points on the sphere. Moreover, the method does not employ any assumptions or parametric fitting on the collision kernel, and is directly applicable for general molecular interactions. Based on [22], a discontinuous Galerkin fast spectral (DGFS) method was proposed in [23] for solving the full single-species Boltzmann equation. DGFS can produce high order spatially and temporally accurate solutions for low-speed and unsteady flows in micro-systems, and is amenable to excellent nearly-linear scaling characteristics on massively parallel architectures [24].

Along similar lines, we develop in this work the DGFS method for the multi-species Boltzmann equation and validate it on various benchmark tests including species diffusion which is of paramount importance in engineering applications. Specifically, we first generalize the method in [22] to derive a fast Fourier spectral method for the multi-species collision operator. The proposed method retains the riveting properties of the single-species fast spectral method including: (a) spectral accuracy in the velocity space, (b) reduced computational complexity compared to direct spectral method, (c) reduced memory requirement in the precomputation, and (d) applicability to general collision kernels. Next, we couple the fast collision algorithm with the discontinuous Galerkin discretization [23] in the physical space to result in a highly accurate deterministic method for the full Boltzmann equation of gas mixtures.

The rest of this paper is organized as follows. In Section 2, we give an overview of the multi-species Boltzmann equation, the self/cross collision integrals, H-theorem, and the phenomenological collision kernels used in practical engineering applications. The nondimensionalization of the equation is performed in Section 3. Section 4 introduces the fast Fourier spectral method for multi-species Boltzmann collision operator. The discontinuous Galerkin method for the full Boltzmann equation is described in Section 5. Results of numerical experiments for the Krook–Wu solution, normal shock, Fourier flow, oscillatory Couette flow, Couette flow, and Fick’s diffusion are presented in Section 6. Concluding remarks are given in Section 7.

2. The multi-species Boltzmann equation

In this section, we give a brief description of the multi-species Boltzmann equation along with its basic mathematical properties.
Suppose we consider a many-particle system comprised of a mixture of \( s \) species \((s \geq 2)\). Each species is represented by a distribution function \( f^{(i)}(t, x, v) \), where \( t \) is time, \( x \) is position, and \( v \) is particle velocity. \( f^{(i)} \) dx dv gives the number of particles of species \( i \) to be found in an infinitesimal volume dx dv centered at the point \((x, v)\) of the phase space. The multi-species Boltzmann equation describing the time evolution of \( f^{(i)} \) is written as (cf. [25,26])

\[
\partial_t f^{(i)} + v \cdot \nabla_x f^{(i)} = \sum_{j=1}^{s} Q^{(ij)}(f^{(i)}, f^{(j)}), \quad t > 0, \quad x \in \Omega \subset \mathbb{R}^3, \quad v \in \mathbb{R}^3, \quad i = 1, 2, \ldots, s.
\] (1)

Here \( Q^{(ij)} \) is the collision operator that models binary collisions between species \( i \) and \( j \), and acts only in the velocity space:

\[
Q^{(ij)}(f^{(i)}, f^{(j)})(v) = \int_{\mathbb{R}^3} \int_{S^2} B_{ij}(v - v_s, \sigma) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] d\sigma dv_s,
\] (2)

where \((v, v_s)\) and \((v', v_s')\) denote the pre- and post-collision velocity pairs. During collisions, the momentum and energy are conserved:

\[
m_i v + m_j v_s = m_i v' + m_j v_s', \quad m_i |v|^2 + m_j |v_s|^2 = m_i |v'|^2 + m_j |v_s'|^2,
\] (3)

where \( m_i, m_j \) denote the mass of particles of species \( i \) and \( j \) respectively. Hence one can parameterize \( v' \) and \( v_s' \) as follows

\[
\begin{align*}
    v' &= \frac{v + v_s}{2} + \frac{(m_i - m_j)}{2(m_i + m_j)} (v - v_s) + \frac{m_j}{m_i + m_j} |v - v_s| \sigma,
    \\
v_s' &= \frac{v + v_s}{2} + \frac{(m_i - m_j)}{2(m_i + m_j)} (v - v_s) - \frac{m_i}{m_i + m_j} |v - v_s| \sigma,
\end{align*}
\] (4)

with \( \sigma \) being a vector varying on the unit sphere \( S^2 \). Finally \( B_{ij} = B_{ji} (\geq 0) \) is the collision kernel characterizing the interaction mechanism between particles. It can be shown that

\[
B_{ij} = B_{ij}(|v - v_s|, \cos \chi), \quad \cos \chi = \frac{\sigma \cdot (v - v_s)}{|v - v_s|},
\] (5)

where \( \chi \) is the deviation angle between \( v - v_s \) and \( v' - v_s' \).

Given the interaction potential between particles, the specific form of \( B_{ij} \) can be determined using the classical scattering theory:

\[
B_{ij}(|v - v_s|, \cos \chi) = |v - v_s| \Sigma_{ij}(|v - v_s|, \chi),
\] (6)

where \( \Sigma_{ij} \) is the differential cross-section given by

\[
\Sigma_{ij}(|v - v_s|, \chi) = \frac{b_{ij}}{\sin \chi} \left| \frac{db_{ij}}{d\chi} \right|,
\] (7)

with \( b_{ij} \) being the impact parameter. With a few exceptions, e.g. Hard Sphere (HS) model, the explicit form of \( \Sigma_{ij} \) can be hard to obtain since \( b_{ij} \) is related to \( \chi \) implicitly. To avoid this complexity, phenomenological collision kernels are often used in practice with the aim to reproduce the correct transport coefficients. Koura et al. [27] introduced the so-called Variable Soft Sphere (VSS) model by assuming

\[
\chi = 2 \cos^{-1}(b_{ij}/d_{ij})^{1/\alpha_{ij}},
\] (8)

where \( \alpha_{ij} \) is the scattering parameter, and \( d_{ij} \) is the diameter borrowed from Bird’s Variable Hard Sphere (VHS) model (cf. Eq. (4.79) in [5]):

\[
d_{ij} = \frac{d_{rel,ij}}{\left[ \left( \frac{2k_B T_{rel,ij}}{\mu_{ij}} \right)^{0.5} \frac{1}{\Gamma(2.5 - \omega_{ij})} \right]^{1/2}},
\] (9)

with \( \Gamma \) being the Gamma function, \( \mu_{ij} = \frac{m_i m_j}{m_i + m_j} \) the reduced mass, \( d_{rel,ij}, T_{rel,ij}, \) and \( \omega_{ij} \), respectively, the reference diameter, reference temperature, and viscosity index. Substituting Eqs. (7)–(9) into (6), one can obtain \( B_{ij} \) as

\[
B_{ij} = \frac{b_{\omega_{ij}, \alpha_{ij}}}{\alpha_{ij}} (v - v_s)^{2(1 - \omega_{ij})}(1 + \cos \chi)^{\alpha_{ij} - 1},
\] (10)
Further, the diffusion velocity, stress tensor, and heat flux vector of species \( i \) are defined as

\[
n^{(i)} = \int_{\mathbb{R}^3} f^{(i)} \, dv, \quad \rho^{(i)} = m_i n^{(i)}, \quad u^{(i)} = \frac{1}{n^{(i)}} \int_{\mathbb{R}^3} v f^{(i)} \, dv, \quad T^{(i)} = \frac{m_i}{3n^{(i)}k_B} \int_{\mathbb{R}^3} (v - u^{(i)})^2 f^{(i)} \, dv.
\]

The total number density, mass density, and velocity are given by

\[
n = \sum_{i=1}^{s} n^{(i)}, \quad \rho = \sum_{i=1}^{s} \rho^{(i)}, \quad u = \frac{1}{\rho} \sum_{i=1}^{s} \rho^{(i)} u^{(i)}.
\]

Further, the diffusion velocity, stress tensor, and heat flux vector of species \( i \) are defined as

\[
v^{(i)} = \frac{1}{n^{(i)}} \int_{\mathbb{R}^3} c f^{(i)} \, dv = u^{(i)} - u, \quad \mathbb{P}^{(i)} = \int_{\mathbb{R}^3} m_i c \otimes c f^{(i)} \, dv, \quad q^{(i)} = \int_{\mathbb{R}^3} \frac{1}{2} m_i c |c|^2 f^{(i)} \, dv,
\]

where \( c = v - u \) is the peculiar velocity. Finally, the total stress, heat flux, pressure, and temperature are given by

\[
\mathbb{P} = \sum_{i=1}^{s} \mathbb{P}^{(i)}, \quad q = \sum_{i=1}^{s} q^{(i)}, \quad p = nk_B T = \frac{1}{3} \text{tr}(\mathbb{P}).
\]

It can be shown that the collision operator \( Q^{(ij)} \) satisfies the following weak forms:

\[
\int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)})(v) \varphi(v) \, dv = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{S^2} B_{ij}(v - v_s, \sigma) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] \frac{\varphi(v) + \varphi(v_s) - \varphi(v') - \varphi(v_s')}{4} \, d\sigma \, dv \, dv_s,
\]

\[
\int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)})(v) \varphi(v) \, dv + \int_{\mathbb{R}^3} Q^{(ij)}(f^{(j)}, f^{(i)})(v) \varphi(v) \, dv
\]

\[
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{S^2} B_{ij}(v - v_s, \sigma) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] \frac{\varphi(v) + \varphi(v_s) - \varphi(v') - \varphi(v_s')}{2} \, d\sigma \, dv \, dv_s.
\]

Using these weak forms, it is easy to derive

\[
\int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)}) \, dv = 0,
\]

\[
\int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)}) m_i v \, dv + \int_{\mathbb{R}^3} Q^{(ij)}(f^{(j)}, f^{(i)}) m_j v \, dv = 0,
\]

\[
\int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)}) m_i |v|^2 \, dv + \int_{\mathbb{R}^3} Q^{(ij)}(f^{(j)}, f^{(i)}) m_j |v|^2 \, dv = 0,
\]

and the well-known Boltzmann’s H-theorem

\[
\sum_{i,j=1}^{s} \int_{\mathbb{R}^3} Q^{(ij)}(f^{(i)}, f^{(j)}) \ln f^{(i)} \, dv \leq 0.
\]

(18) implies that the total entropy of the system decays with time:

\[
\sum_{i=1}^{s} \left\{ \partial_t \int_{\mathbb{R}^3} f^{(i)} \ln f^{(i)} \, dv + \nabla_x \cdot \int_{\mathbb{R}^3} v f^{(i)} \ln f^{(i)} \, dv \right\} \leq 0,
\]

where \( b_{0ij}, \alpha_{ij} \) is a constant given by

\[
b_{0ij}, \alpha_{ij} = \frac{d_{ref,ij}^2}{4} \left( \frac{2k_B T_{ref,ij}}{\mu_{ij}} \right)^{\alpha_{ij}-0.5} \frac{1}{\Gamma(2.5 - \alpha_{ij})} \frac{\alpha_{ij}}{2^{\alpha_{ij} - 1}}.
\]

In particular, the VHS kernel is obtained when \( \alpha_{ij} = 1 \) and \( 0.5 \leq \omega_{ij} \leq 1 \) (Maxwell molecules; \( \omega_{ij} = 0.5 \); HS); and the VSS kernel is obtained when \( 1 < \alpha_{ij} \leq 2 \) and \( 0.5 \leq \omega_{ij} \leq 1 \).

Given the distribution function \( f^{(i)} \), the number density, mass density, velocity, and temperature of species \( i \) are defined as

\[
n^{(i)} = \int_{\mathbb{R}^3} f^{(i)} \, dv, \quad \rho^{(i)} = m_i n^{(i)}, \quad u^{(i)} = \frac{1}{n^{(i)}} \int_{\mathbb{R}^3} v f^{(i)} \, dv, \quad T^{(i)} = \frac{m_i}{3n^{(i)}k_B} \int_{\mathbb{R}^3} (v - u^{(i)})^2 f^{(i)} \, dv.
\]
and the equality holds if and only if \( f^{(i)} \) attains the local equilibrium

\[
f^{(i)} = \frac{n^{(i)}}{(2\pi R_i T)^{3/2}} \exp\left(-\frac{(v-u)^2}{2R_i T}\right) = M^{(i)},
\]

(20)

where \( R_i = k_B/m_i \) is the specific gas constant.

On the other hand, using (17), one can take the moments of Eq. (1) to obtain the following local conservation laws:

\[
\partial_t \int_{\mathbb{R}^3} f^{(i)} dv + \nabla_x \cdot \int_{\mathbb{R}^3} vf^{(i)} dv = 0,
\]

\[
\sum_{i=1}^s \left\{ \partial_t \int_{\mathbb{R}^3} m_i vf^{(i)} dv + \nabla_x \cdot \int_{\mathbb{R}^3} m_i v \otimes v f^{(i)} dv \right\} = 0,
\]

\[
\sum_{i=1}^s \left\{ \partial_t \int_{\mathbb{R}^3} \frac{1}{2} m_i |v|^2 f^{(i)} dv + \nabla_x \cdot \int_{\mathbb{R}^3} \frac{1}{2} m_i v |v|^2 f^{(i)} dv \right\} = 0,
\]

(21)

which, using the previously defined macroscopic quantities, can be recast as

\[
\partial_t n^{(i)} + \nabla_x \cdot (n^{(i)} u^{(i)}) = 0 \quad \Rightarrow \quad \partial_t (\rho u) + \nabla_x \cdot (\rho u u) = 0,
\]

\[
\partial_t (\rho u) + \nabla_x \cdot (\varepsilon u u + \varepsilon p) = 0,
\]

\[
\partial_t \varepsilon + \nabla_x \cdot (\varepsilon u + \varepsilon p u + q) = 0,
\]

(22)

where \( E = 3n k_B T/2 + \rho u^2/2 \) is the total energy. Note that this system is not closed. However, replacing \( f^{(i)} \) by \( M^{(i)} \) in (22) yields a closed system, i.e., the compressible Euler equations. With more involved calculations (so-called Chapman–Enskog expansion), one can derive the Navier–Stokes equations. We omit the detail but mention that the heat flux term will contain the diffusion velocity \( v_B^{(i)} \), a property unique to the mixtures (see for instance [26]).

For Eq. (1), one can consider the in-flow equilibrium boundary condition:

\[
f^{(i)}(t, x, v) = \frac{n_{in}^{(i)}}{(2\pi R_i T_{in}^{(i)})^{3/2}} \exp\left(-\frac{(v-u_{in})^2}{2R_i T_{in}}\right), \quad x \in \partial \Omega, \quad v \cdot \hat{n} < 0,
\]

(23)

where \( \hat{n} \) is the outward pointing normal at \( x \), \( n_{in}^{(i)} \), \( T_{in} \), and \( u_{in} \) are the prescribed density, temperature and velocity. Another commonly used one is the Maxwell boundary condition:

\[
f^{(i)}(t, x, v) = (1 - \alpha) f^{(i)}(t, x, v - 2[(v-u_{w}) \cdot \hat{n}] \hat{n}) + \alpha n_w^{(i)} \frac{1}{(2\pi R_i T_w)^{3/2}} \exp\left(-\frac{(v-u_{w})^2}{2R_i T_w}\right),
\]

(24)

where \( T_w \) and \( u_w \) are the temperature and velocity of the wall, \( n_w^{(i)} \) is determined from conservation of mass as

\[
n_w^{(i)} = -\frac{\int_{(v-u_{w})} 0 (v-u_{w}) \cdot \hat{n} f^{(i)} dv}{\int_{(v-u_{w})} 0 (v-u_{w}) \cdot \hat{n} (2\pi R_i T_w)^{3/2} \exp\left(-\frac{(v-u_{w})^2}{2R_i T_w}\right) dv},
\]

(25)

and \( \alpha \) is the accommodation coefficient, with \( \alpha = 1 \) corresponds to purely diffusive boundary and \( \alpha = 0 \) to purely reflective boundary.

3. Nondimensionalization

For easier manipulation, we perform a nondimensionalization of Eq. (1). We first choose the characteristic length \( H_0 \), temperature \( T_0 \), number density \( n_0 \), and mass \( m_0 \), and then define the characteristic velocity \( u_0 = \sqrt{2k_B T_0/m_0} \) and time \( t_0 = H_0/u_0 \). We rescale \( t, x, v, m_i, \) and \( f^{(i)} \) as follows:

\[
\hat{t} = \frac{t}{t_0}, \quad \hat{x} = \frac{x}{H_0}, \quad \hat{v} = \frac{v}{u_0}, \quad \hat{m}_i = \frac{m_i}{m_0}, \quad \hat{f}^{(i)} = \frac{f^{(i)}}{n_0/u_0^2},
\]

(26)

and rescale the collision kernel as

\[
\hat{B}_{ij} = \frac{B_{ij}}{B_{0,ij}},
\]

(27)
where
\[ B_{0,ij} = u_0 \sqrt{1 + m_i/m_j} \pi d_{\text{ref},ij}^2 (T_{\text{ref},ij}/T_0)^{\omega_{ij} - 0.5}. \] (28)

Then Eq. (1) becomes (dropping ^ for simplicity)
\[ \partial_t f^{(i)} + v \cdot \nabla_x f^{(i)} = \sum_{j=1}^{s} \frac{n_0 H_0}{u_0} B_{0,ij} \int_{\mathbb{R}^3} \int_{S^2} B_{ij} \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] d\sigma \, dv_s. \] (29)

The factor
\[
\frac{u_0}{n_0 H_0 B_{0,ij}} = \frac{u_0}{n_0 d_{\text{ref},ij}^2 (T_{\text{ref},ij}/T_0)^{\omega_{ij} - 0.5}} = \text{Kn}_{ij}
\] (30)

is the Knudsen number defined as the ratio of the mean free path and characteristic length scale, hence
\[ \text{Kn}_{ij} = \frac{1}{\sqrt{1 + m_i/m_j} \pi n_0 d_{\text{ref},ij}^2 (T_{\text{ref},ij}/T_0)^{\omega_{ij} - 0.5} H_0}. \] (31)

One can also define the “average” Knudsen number for each species \( i \) as
\[ \text{Kn}_i = \left( \sum_{j=1}^{s} \frac{1}{\text{Kn}_{ij}} \right)^{-1}. \] (32)

This is consistent with Eq. (4.76) in [5].

Therefore, the dimensionless Boltzmann equation for the VSS kernel (10) reads as
\[ \partial_t f^{(i)} + v \cdot \nabla_x f^{(i)} = \sum_{j=1}^{s} \frac{1}{\text{Kn}_{ij}} Q^{(ij)}(f^{(i)}, f^{(j)})(v), \] (33)

with
\[ Q^{(ij)}(f^{(i)}, f^{(j)})(v) = \int_{\mathbb{R}^3} \int_{S^2} B_{ij} (|v - v_s|, |v|, \cos \chi) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] d\sigma \, dv_s, \] (34)
\[ B_{ij} = \frac{\alpha_{ij}}{\sqrt{1 + m_i/m_j \mu_{ij}^{\omega_{ij} - 0.5} \Gamma(2.5 - \omega_{ij}) \pi}} |v - v_s|^{2(1 - \omega_{ij})} (1 + \cos \chi)^{\omega_{ij} - 1}. \] (35)

**Remark 1.** We adopt the VSS kernel in this paper for easy comparison with DSMC solutions. The fast algorithm for the collision operator does not rely on the specific form (35) (see Section 4).

In addition, we rescale the macroscopic quantities as
\[ \tilde{n}^{(i)} = \frac{n^{(i)}}{n_0}, \quad \tilde{\rho}^{(i)} = \frac{\rho^{(i)}}{m_0 n_0}, \quad \tilde{u}^{(i)} = \frac{u^{(i)}}{u_0}, \quad \tilde{t}^{(i)} = \frac{T^{(i)}}{T_0}, \quad \tilde{p}^{(i)} = \frac{p^{(i)}}{\frac{1}{2} m_0 n_0 u_0^2}, \quad \tilde{q}^{(i)} = \frac{q^{(i)}}{\frac{1}{2} m_0 n_0 u_0^2}, \] (36)

then in rescaled variables (again dropping ^ for simplicity)
\[ n^{(i)} = \int_{\mathbb{R}^3} f^{(i)} dv, \quad \rho^{(i)} = m_i n^{(i)}, \quad u^{(i)} = \frac{1}{n^{(i)}} \int_{\mathbb{R}^3} v f^{(i)} dv, \quad T^{(i)} = \frac{2 m_i}{3 n^{(i)}} \int_{\mathbb{R}^3} (v - u^{(i)})^2 f^{(i)} dv, \] (37)
\[ \tilde{p}^{(i)} = 2 m_i \int_{\mathbb{R}^3} (v - u) \otimes (v - u) f^{(i)} dv, \quad \tilde{q}^{(i)} = m_i \int_{\mathbb{R}^3} (v - u)(v - u) f^{(i)} dv, \]

and the Maxwellian (20) becomes
\[ \mathcal{M}^{(i)} = n^{(i)} \left( \frac{m_i}{\pi T} \right)^{3/2} \exp \left( -\frac{m_i |v - u|^2}{T} \right). \] (38)
For the normal shock (see Section 6.2.1), it is often convenient to define the so-called parallel ($T^{(i)}_\parallel$) and perpendicular ($T^{(i)}_\perp$) components of temperature as

\[ T^{(i)}_\parallel = \frac{2m_i}{n^{(i)}} \int_{\mathbb{R}^3} (v_x - u_x^{(i)})^2 f^{(i)} \, dv, \quad T^{(i)}_\perp = \frac{2m_i}{n^{(i)}} \int_{\mathbb{R}^3} (v_y - u_y^{(i)})^2 f^{(i)} \, dv, \]

where subscripts $x$ and $y$ denote the first and second components of respective vector fields.

4. A fast Fourier spectral method for the multi-species Boltzmann collision operator

The main difficulty of numerically solving the multi-species Boltzmann equation (33) lies in the collision operator (34). In this section, we introduce a fast Fourier spectral method (in the velocity space) to approximate this operator. Discussion for the spatially inhomogeneous equation will be given in the next section.

We first perform a change of variables $v_s$ to $g = v - v_s$ in (34) to obtain

\[ Q^{(i)}(f^{(i)}, f^{(j)})(v) = \int_{\mathbb{R}^3} \int_{S^2} B_{ij}(|g|, \sigma \cdot \hat{g}) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] \, d\sigma \, dg, \]

where $\hat{g}$ is the unit vector along $g$ and

\[ v' = v - \frac{m_j}{m_i + m_j} g + \frac{m_j}{m_i + m_j} |g| \sigma, \quad v_s' = v - \frac{m_i}{m_i + m_j} g - \frac{m_i}{m_i + m_j} |g| \sigma. \]

Next we need to choose a finite computational domain $D_L = [-L, L]^3$. This is based on the following criterion (similar discussion for the single-species case can be found in [28]).

Assume the support of functions $f^{(i)}$, $f^{(j)}$ can be approximated by a ball with radius $S$: $\text{Supp}(f^{(i)}(v), f^{(j)}(v)) \subset B_S$, then one has

1. $\text{Supp}(Q^{(ij)}(f^{(i)}, f^{(j)})(v)) \subset B_{\sqrt{1+m_j/m_i}S}$.

   This is because if $|v| > \sqrt{1+m_j/m_i}S$, then $f^{(i)}(v) = 0$; also $m_i |v'|^2 + m_j |v_s'|^2 \geq m_i |v|^2 > (m_i + m_j)S^2$, then either $|v'| > S$ or $|v_s'| > S$, so $f^{(i)}(v') = 0$ or $f^{(j)}(v_s') = 0$; either way $Q^{(ij)}(f^{(i)}, f^{(j)})(v) = 0$.

2. It is enough to truncate $g$ to a ball $B_R$ with $R = 2S$:

\[ Q^{(i)}(f^{(i)}, f^{(j)})(v) = \int_{B_R} \int_{S^2} B_{ij}(|g|, \sigma \cdot \hat{g}) \left[ f^{(i)}(v') f^{(j)}(v_s') - f^{(i)}(v) f^{(j)}(v_s) \right] \, d\sigma \, dg. \]

   This is because if $2S < |g| = |v - v_s| \leq |v| + |v_s|$, then $|v| > S$ or $|v_s| > S$, so $f^{(i)}(v) = 0$ or $f^{(j)}(v_s) = 0$; also $2S < |g| = |v - v_s| = |v' - v_s'| \leq |v'| + |v_s'|$, then $|v'| > S$ or $|v_s'| > S$, so $f^{(i)}(v') = 0$ or $f^{(j)}(v_s') = 0$; either way $Q^{(ij)}(f^{(i)}, f^{(j)})(v) = 0$.

3. Since $|v| \leq \sqrt{1+m_j/m_i}S$ and $|g| \leq 2S$ in $Q^{(ij)}(f^{(i)}, f^{(j)})(v)$, we have

\[ |v_s| = |v - g| \leq |v| + |g| \leq (2 + \sqrt{1+m_j/m_i})S; \]
\[ |v'| = v - \frac{m_j}{m_i + m_j} g + \frac{m_j}{m_i + m_j} |g| \sigma \leq |v| + \frac{2m_j}{m_i + m_j} |g| \leq (4m_j/(m_i + m_j) + \sqrt{1+m_j/m_i})S; \]
\[ |v_s'| = v - \frac{m_i}{m_i + m_j} g - \frac{m_i}{m_i + m_j} |g| \sigma \leq |v| + |g| \leq (2 + \sqrt{1+m_j/m_i})S. \]

4. To avoid aliasing, need

\[ 2L \geq \left( \max(4m_j/(m_i + m_j), 2) + \sqrt{1+m_j/m_i} \right) S + S. \]

Remark 3. From (43), it can be seen that the computational domain needs to be very large for large mass ratios $m_j/m_i \gg 1$. This is a common issue appearing in multi-species problems. Possible remedies include adaptive mesh in velocity space (cf. [29]), using an asymptotic model valid for large mass ratios (cf. [30]), or introducing independent velocity grid for each species wherein different collision types for every $(i, j)$ pair are treated independently (cf. [20,31]). In this paper, we only consider moderate mass ratios and postpone these studies to a future work.

Now we approximate $f^{(i)}$ (similarly for $f^{(j)}$) by a truncated Fourier series on $D_L$:

\[ f^{(i)}(v) \approx \sum_{k=-N}^{N} f_k^{(i)} e^{i \frac{2\pi}{L} k \cdot v}, \quad f_k^{(i)} = \frac{1}{(2L)^3} \int_{D_L} f^{(i)}(v) e^{-i \frac{2\pi}{L} k \cdot v} \, dv, \]
note here an abuse of notation: the summation over the 3D index \( k \) means \(-N/2 \leq k_i \leq N/2 - 1\), where \( k_i \) is each component of \( k \). Upon substitution of \( f^{(i)} \), \( f^{(j)} \) into \( Q^{(ij)}(f^{(i)}, f^{(j)}) \) and a Galerkin projection to the same Fourier space, we obtain the \( k \)th Fourier mode of the collision operator as

\[
\hat{Q}^{(ij)}_k = \sum_{l,m=-N/2}^{N/2-1} G^{(ij)}(l, m) \hat{f}^{(i)}_l \hat{f}^{(j)}_m,
\]

(45)

with the weight

\[
G^{(ij)}(l, m) = \int_{B_R} \int_{S^2} B_{ij}(|g|, \sigma, \hat{g}) \left[ e^{-i \frac{\pi}{N} \frac{m l}{m + n} (l + m) g} e^{i \frac{\pi}{N} \frac{m l}{m + n} (l + m) m} \sigma - e^{-i \frac{\pi}{N} m \cdot \hat{g}} \right] \, d\sigma \, dg.
\]

Without special treatment, the summation (45) has to be evaluated directly, resulting in a computational cost of \( O(N^6) \). Furthermore, the weight \( G^{(ij)}(l, m) \) needs to be precomputed and the storage requirement is \( O(N^6) \). This can quickly become a bottleneck even for moderate \( N \). Motivated by our previous work for the single-species Boltzmann equation [22], we propose the following strategy to accelerate the direct summation as well as alleviate its memory bottleneck.

For the gain term (positive part) of \( G^{(ij)}(l, m) \), we decompose it as

\[
G^{(ij)+}(l, m) = \int_0^R \int_{S^2} F^{(ij)}(l + m, \rho, \sigma) e^{i \frac{\pi}{N} \frac{m l}{m + n} (l + m) m} \sigma \, d\rho \, d\sigma,
\]

(46)

where \( \rho = |g| \) is the radial of \( g \) and

\[
F^{(ij)}(l + m, \rho, \sigma) = \rho^2 \int_{S^2} B_{ij}(\rho, \sigma, \hat{g}) e^{-i \frac{\pi}{N} \frac{m l}{m + n} (l + m) \hat{g}} \, d\hat{g},
\]

(47)

while for the loss term (negative part) of \( G^{(ij)}(l, m) \),

\[
G^{(ij)-}(m) = \int_0^R \int_{S^2} \rho^2 B_{ij}(\rho, \sigma, \hat{g}) e^{-i \frac{\pi}{N} \frac{m l}{m + n} (l + m) \hat{g}} \, d\sigma \, d\rho.
\]

(48)

The idea is to precompute \( F^{(ij)}(l + m, \rho, \sigma) \) and \( G^{(ij)-}(m) \) up to a high accuracy, and approximate the integral in (46) on the fly using a quadrature rule:

\[
G^{(ij)+}(l, m) \approx \sum_{\rho, \sigma} w_{\rho} w_{\sigma} F^{(ij)}(l + m, \rho, \sigma) e^{i \frac{\pi}{N} \frac{m l}{m + n} (l + m) m} \sigma,
\]

(49)

where for the radial direction, we use the Gauss–Legendre quadrature with \( N_{\rho} = O(N) \) points (since the integral oscillates roughly on \( O(N) \)); for the integral over the sphere, we use the \( M \)-point spherical design quadrature [32,33] (usually \( M \ll N^2 \)).

Therefore, the gain term of the collision operator can be approximated as

\[
\hat{Q}^{(ij)+}_k \approx \sum_{\rho, \sigma} w_{\rho} w_{\sigma} F^{(ij)}(k, \rho, \sigma) \sum_{l,m=-N/2}^{N/2-1} \left( e^{i \frac{\pi}{N} \frac{m l}{m + n} (l + m) \hat{f}^{(i)}_l} \right) \left( e^{-i \frac{\pi}{N} \frac{m l}{m + n} m \sigma \hat{f}^{(j)}_m} \right).
\]

(50)

Written in the above form, we see that the inner sum is a convolution of two functions so that it can be evaluated efficiently in \( O(N^3 \log N) \) operations via the fast Fourier transform (FFT). Together with the outer sum, the total complexity of evaluating \( \hat{Q}^{(ij)+}_k \) (for all \( k \)) is \( O(MN^4 \log N) \) (recall the total number of quadrature points needed for \( \rho \) and \( \sigma \) is \( O(MN) \)).

On the other hand, the loss term of the collision operator can be written as

\[
\hat{Q}^{(ij)-}_k = \sum_{l,m=-N/2}^{N/2-1} \hat{f}^{(i)}_l (G^{(ij)-}(m) \hat{f}^{(j)}_m),
\]

(51)

which is readily a convolution, hence can be evaluated in \( O(N^3 \log N) \).
Putting both pieces together, we have obtained a fast algorithm of complexity \(O(MN^4 \log N)\) for evaluating the collision operator \(Q^{(ij)}(f^{(i)}, f^{(j)})\), where \(M \ll N^2\). In addition, the memory requirement to store the weight \(F^{(ij)}(l + m, \rho, \sigma)\) and \(G^{(ij)}(m)\) is \(O(MN^4)\).

5. The discontinuous Galerkin method for the spatial discretization

The previously introduced fast spectral method allows us to compute the collision operator efficiently. To solve the full spatially inhomogeneous equation (33), we also need an accurate and efficient spatial and time discretization. Here we adopt the RKDG (Runge–Kutta discontinuous Galerkin) method [34] widely used for hyperbolic type equations. Since the transport term is linear in the Boltzmann equation, the application of DG method is straightforward. We give a brief description below for completeness.

We first decompose the physical domain \(\Omega\) into \(N_e\) variable-sized disjoint elements \(D^e_s\):

\[
\Omega \approx \bigcup_{e=1}^{N_e} D^e_s, \quad D^e_s \cap D^e'_{s'} = \emptyset, \quad \forall e \neq e', \quad 1 \leq e, e' \leq N_e.
\]

In each element \(D^e_s\), we approximate the distribution function \(f^{(i)}(t, x, v)\) for each species by a polynomial of order \(N_p^e\):

\[
x \in D^e_s: \quad f^{(i)}_e(t, x, v) = \sum_{l=1}^{K} \mathcal{F}^{(i)}_{e,l}(t, v) \phi^e_l(x), \quad 1 \leq i \leq s,
\]

where \(\phi^e_l(x)\) is the basis function supported in \(D^e_s\), \(K\) is the total number of terms in the local expansion, and \(\mathcal{F}^{(i)}_{e,l}(t, v)\) is the elemental degree of freedom.

We form the residual by substituting the expansion (53) into Eq. (33):

\[
\mathcal{R}^{(i)}_e = \sum_{l=1}^{K} \phi^e_l \partial_t \mathcal{F}^{(i)}_{e,l} + \sum_{l=1}^{K} \mathcal{F}^{(i)}_{e,l} \nabla_v \phi^e_l - \sum_{j=1}^{s} \frac{1}{Kn_{ij}} \sum_{l_1=1}^{K} \sum_{l_2=1}^{K} Q^{(ij)}(\mathcal{F}^{(i)}_{e,l_1}, \mathcal{F}^{(j)}_{e,l_2}) \phi^e_l \phi^e_{l_2}, \quad 1 \leq i \leq s,
\]

where we used the quadratic property of the collision operator. We then require that the residual is orthogonal to all test functions. In the Galerkin formulation, the test function is the same as the basis function, thus

\[
\int_{D^e_s} \mathcal{R}^{(i)}_e \phi^e_m \, dx = 0, \quad 1 \leq m \leq K, \quad 1 \leq i \leq s.
\]

Substituting (54) into (55) and applying the divergence theorem, we obtain

\[
\sum_{l=1}^{K} \left( \int_{D^e_s} \phi^e_m \phi^e_l \, dx \right) \partial_t \mathcal{F}^{(i)}_{e,l} + \sum_{l=1}^{K} \mathcal{F}^{(i)}_{e,l} \nabla_v \phi^e_l \int_{D^e_s} \phi^e_m \, dx = -\int_{\partial D^e_s} \phi^e_m (F^{(i)}_s \cdot \hat{n}^e) \, dx + \sum_{j=1}^{s} \frac{1}{Kn_{ij}} \sum_{l_1=1}^{K} \sum_{l_2=1}^{K} Q^{(ij)}(\mathcal{F}^{(i)}_{e,l_1}, \mathcal{F}^{(j)}_{e,l_2}) \left( \int_{D^e_s} \phi^e_m \phi^e_l \phi^e_{l_2} \, dx \right),
\]

where \(\hat{n}^e\) is the local outward pointing normal and \(F^{(i)}_s\) denotes the numerical flux. Specifically, the surface integral in the above equation is defined as follows

\[
\int_{\partial D^e_s} \phi^e_m (F^{(i)}_s \cdot \hat{n}^e) \, dx = \sum_{E \in \partial D^e_s} \int_{E} \phi^e_m (F^{(i)}_{s,E} \cdot \hat{n}^e_E) \, dx,
\]

with \(\hat{n}^e_E\) and \(F^{(i)}_{s,E}\) being the outward normal and numerical flux along the face \(E\). In our implementation, we choose the upwind flux:

\[
F^{(i)}_{s,E} = \begin{cases} \nu f^{(i)}_e(t, x_{E, \text{int}(D^e_s)}, v), & \nu \cdot \hat{n}^e_E \geq 0 \\ \nu f^{(i)}_e(t, x_{E, \text{ext}(D^e_s)}, v), & \nu \cdot \hat{n}^e_E < 0 \end{cases}
\]

where \(\text{int}\) and \(\text{ext}\) denote interior and exterior of the face \(e\) respectively.
Finally, define the mass matrix $\mathcal{M}_{ml}$, stiffness matrix $\mathcal{S}_{ml}$, and the tensor $\mathcal{H}_{ml1l2}$ as

$$
\mathcal{M}_{ml}^e = \int_{D^e_{\xi}} \phi_m^e(x) \phi_l^e(x) \, \text{d}x, \quad \mathcal{S}_{ml}^e = \int_{D^e_{\xi}} \phi_m^e(x) \nabla \phi_m^e(x) \, \text{d}x,
$$

$$
\mathcal{H}_{ml1l2}^e = \int_{D^e_{\xi}} \phi_m^e(x) \phi_l^e(x) \phi_l^e(x) \, \text{d}x,
$$

then (56) can be written as

$$
\sum_{i=1}^{K} \mathcal{M}_{ml}^e \partial_j \mathcal{F}^{(i)}_{e,l} - \sum_{l=1}^{K} v \cdot \mathcal{S}_{ml}^e \mathcal{F}^{(i)}_{e,l} = - \int_{\partial D^e_{\xi}} \phi_m^e \left( \mathcal{F}^{(i)}_\nu \cdot \hat{n} \right) \, \text{d}s + \sum_{j=1}^{K} \frac{1}{Kn_{ij,l_{1},l_{2}}} \sum_{l_{1},l_{2}=1}^{K} \mathcal{H}_{ml1l2}^e Q^{(i)} \left( \mathcal{F}^{(i)}_{e,l_{1}}, \mathcal{F}^{(i)}_{e,l_{2}} \right),
$$

for $1 \leq m \leq K, 1 \leq i \leq s$.

(60) is the DG system we are going to solve in each element $D^e_{\xi}$ of the physical domain. The fast spectral method introduced in the previous section is used to evaluate the term $Q^{(i)} \left( \mathcal{F}^{(i)}_{e,l_{1}}, \mathcal{F}^{(i)}_{e,l_{2}} \right)$. The second-order strong-stability-preserving (SSP) RK scheme [35] is applied for the time derivative.

5.1. Structure of $\mathcal{H}_{ml1l2}^e$: a spectral element approach

Needless to say, the main computational bottleneck when solving the system (60) lies in the term $Q^{(i)} \left( \mathcal{F}^{(i)}_{e,l_{1}}, \mathcal{F}^{(i)}_{e,l_{2}} \right)$, whose complexity is $O(MN^d \log N)$ for given $i, j, l_1$, and $l_2$. For general polynomial basis (e.g., the modal DG basis), $\mathcal{H}_{ml1l2}^e$ is a full tensor, hence the total complexity to evaluate the collision part would be $O(s^2 K^2 MN^d \log N)$ (for all pairs of $(i, j)$ and $(l_1, l_2)$) inside each element $D^e_{\xi}$. This is still computationally demanding, even though we are equipped with the fast collision solver. Therefore, the sparsity of $\mathcal{H}_{ml1l2}^e$ would potentially save the computational cost since the collision operator only needs to be evaluated for $l_1, l_2$ such that $\mathcal{H}_{ml1l2}^e \neq 0$. It is known that in the spectral element method [36], if the nodal basis [37] is used and the interpolation points are chosen the same as the quadrature points, the mass matrix will become diagonal. Here to achieve better efficiency, we propose to use the same approach to treat the tensor $\mathcal{H}_{ml1l2}^e$. We present the 1D case for simplicity.

Suppose $D^e_{\xi} = [x^e_{l_{1}}, x^e_{l_{2}}]$, with $x^e_{l_{1}}$ and $x^e_{l_{2}}$ being, respectively, the left and right ends of the element $D^e_{\xi}$. $h^e = |x^e_{l_{2}} - x^e_{l_{1}}|$ is the element size. The DG convention is to define an element in the standard interval $D^{(sr)} = [-1, 1]$ and map the standard element $D^{(sr)}$ to the local element $D^e_{\xi}$ using an affine mapping

$$
x = x^e_{l_{1}} \frac{1 - \xi}{2} + x^e_{l_{2}} \frac{1 + \xi}{2}, \quad \xi \in D^{(sr)}.
$$

Then

$$
\mathcal{H}_{ml1l2}^{e} = \int_{D^{(sr)}} \phi_m^{(sr)}(\xi) \phi_{l_{1}}^{(sr)}(\xi) \phi_{l_{2}}^{(sr)}(\xi) \left| \frac{\partial x}{\partial \xi} \right| \, \text{d}\xi = \frac{h^e}{2} \int_{D^{(sr)}} \phi_m^{(sr)}(\xi) \phi_{l_{1}}^{(sr)}(\xi) \phi_{l_{2}}^{(sr)}(\xi) \, \text{d}\xi 
$$

$$
\approx \frac{h^e}{2} \sum_{q=1}^{N_q} w_q \phi_m^{(sr)}(\xi_q) \phi_{l_{1}}^{(sr)}(\xi_q) \phi_{l_{2}}^{(sr)}(\xi_q) := \frac{h^e}{2} \mathcal{H}_{ml1l2}^{e},
$$

where $\{\xi_q, w_q\}_{q=1}^{N_q}$ are the quadrature points and weights.

Consider the Lagrange polynomials as basis functions, i.e.,

$$
\phi_m^{(sr)}(\xi) := \prod_{1 \leq n \leq K, n \neq m} \frac{\xi - \xi_n}{\xi_m - \xi_n}, \quad m = 1, \ldots, K,
$$

where $\{\xi_m\}_{m=1}^{K}$ are the Gauss–Lobatto–Legendre (GLL) quadrature points. When $\{\xi_q\}_{q=1}^{N_q}$ are taken the same as $\{\xi_m\}_{m=1}^{K}$, $\phi_m^{(sr)}(\xi_q) = \delta_{mq}$, hence the mass matrix becomes diagonal. Similarly,

$$
\mathcal{H}_{ml1l2}^{e} = \sum_{q=1}^{N_q} w_q \delta_{l_{1}q} \delta_{l_{2}q} = \begin{cases} w_m, & \text{iff } m = l_{1} = l_{2}, \\ 0, & \text{otherwise.} \end{cases}
$$
For example, \( N_q = K = 3 \) GLL quadrature yields

\[
\mathcal{H}_{1l_1l_2} = \text{diag} \begin{bmatrix} 1/3 \\ 0 \\ 0 \end{bmatrix}, \quad \mathcal{H}_{2l_1l_2} = \text{diag} \begin{bmatrix} 0 \\ 4/3 \\ 0 \end{bmatrix}, \quad \mathcal{H}_{3l_1l_2} = \text{diag} \begin{bmatrix} 0 \\ 0 \\ 1/3 \end{bmatrix}.
\]

(65)

Therefore, in this special case, the total complexity to evaluate the collision term \( Q^{(ij)}(f_e^{(i)}, f_e^{(j)}) \) is reduced to \( O(s^3 K M N^4 \log N) \) (for all pairs of \((i, j)\) and \((l_1, l_2)\) such that \( \mathcal{H}_{m l_1 l_2} \neq 0 \)). Of course, this improvement in efficiency comes with an accuracy loss which is quite complicated to analyze. Nevertheless, all numerical results presented in this paper are produced using the above described approach and the bulk properties such as density, efficiency comes with an accuracy loss which is quite complicated to analyze. Nevertheless, all numerical results presented in this paper are produced using the above described approach and the bulk properties such as density, temperature, etc. are found to be in good agreement with reference solutions (available finite difference solutions or DSMC solutions). A detailed study of numerical accuracy would be a subject of future work.

6. Numerical experiments

6.1. Spatially homogeneous case: Krook–Wu exact solution

For constant collision kernel, an exact solution to the spatially homogeneous multi-species Boltzmann equation can be constructed (see [38]). We use this solution to verify the accuracy of the proposed fast spectral method for approximating the collision operator. Considering a binary mixture, the equation simplifies to

\[
\partial_t f^{(i)} = \frac{2}{\int_{\mathbb{R}^3} \int_{S^2} B_{ij} \left[ f^{(i)}(v') f^{(j)}(v'_e) - f^{(i)}(v) f^{(j)}(v_e) \right] \text{d}\sigma_v \text{d}v},
\]

(66)

where \( B_{ij} = B_{ji} := \frac{\lambda_{ij}}{4\pi n(t)} \) and \( \lambda_{ij} \) is some positive constant. The exact solution is given by

\[
f^{(i)}(t, v) = n^{(i)} \left( \frac{m_i}{2\pi K} \right)^{3/2} \exp \left( -\frac{m_i v^2}{2K} \right) \left( (1 - 3Q_i) + \frac{m_i}{K} Q_i v^2 \right), \quad i = 1, 2,
\]

(67)

where \( \mu = \frac{4m_1 m_2}{m_1 + m_2} \), \( p_1 = \lambda_{22} - \lambda_{21} \mu (3 - 2\mu) \), \( p_2 = \lambda_{11} - \lambda_{12} \mu (3 - 2\mu) \),

\[
A = \frac{1}{6} \left( \lambda_{11} + \lambda_{21} \mu (3 - 2\mu) \right), \quad B = \frac{1}{3} \left( \lambda_{11} p_1 + \lambda_{21} \mu (3 - 2\mu) p_2 \right),
\]

\[
Q(t) = \frac{A}{A \exp(At) - B}, \quad Q_i(t) = p_i Q(t),
\]

\[
K(t) = \frac{n^{(1)} + n^{(2)}}{(n^{(1)} + n^{(2)}) + 2(n^{(1)} p_1 + n^{(2)} p_2) Q(t)}.
\]

(68)

Furthermore, the following condition needs to be satisfied

\[
(p_1 - p_2) \left( 2\mu^2 \left( \frac{\lambda_{21}}{p_1} - \frac{\lambda_{12}}{p_2} \right) - 1 \right) = 0.
\]

(69)

For simplicity, we choose \( n^{(1)} = n^{(2)} = 1 \), \( \lambda_{11} = \lambda_{22} = 1 \), \( \lambda_{12} = \lambda_{21} = 1/2 \) but vary the mass ratio \( m_1/m_2 \) in the following tests.

It is also helpful to take the derivative of Eq. (67), which yields

\[
\partial_t f^{(i)} = f^{(i)} \left( -\frac{3}{2K} K' + \frac{m_i v^2}{2K^2} K' \right) + n^{(i)} \left( \frac{m_i}{2\pi K} \right)^{3/2} \exp \left( -\frac{m_i v^2}{2K} \right) \left( -3Q_i' + \frac{m_i}{K} Q_i v^2 - \frac{m_i}{K^2} K' Q_i v^2 \right)
\]

:= \sum_{j=1}^2 Q^{(ij)}(f^{(i)}, f^{(j)}),
\]

(70)
of the distribution function sliced along the velocity domain centerline, i.e., $f_{∥}$ convergence criterion of (parameters are described in Table 2. The boundary conditions at upstream and downstream are the in-flow our results with the finite difference solutions reported in [39]. Four cases are considered here whose numerical (a) the distribution function of the heavy particles becomes more skewed as the mass ratio increases; (b) as time goes by, the distribution function tends towards the Maxwellian. Due to the isotropic nature of the solution, we observe that the errors remain relatively unaffected for different $M$. This allows us to check the accuracy of the collision solver without introducing time discretization error.

Table 1
Spatially homogeneous Krook–Wu solution. $L^\infty$ error $E^{(i)} = \| \partial_t f_{\text{exact}}^{(i)} - \partial_t f_{\text{numerical}}^{(i)} \| \infty$, $i = {1, 2}$ at $t = 4$ for different mass ratios. $N$ is the number of discretization points in each velocity dimension and $N_ρ$ is the number of Gauss quadrature points used in the radial direction. Number of quadrature points $M$ used on the sphere is fixed to 6. A fixed velocity domain $[-12, 12]^3$ has been used for all cases.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$N_ρ$</th>
<th>$m_1/m_2 = 1$</th>
<th>$m_1/m_2 = 2$</th>
<th>$m_1/m_2 = 4$</th>
<th>$m_1/m_2 = 6$</th>
<th>$m_1/m_2 = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>4</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
<td>$4.123e-03$</td>
</tr>
</tbody>
</table>

$Q'(t) = -\frac{A^3 \exp(At)}{(A \exp(At) - B)^2}$, $Q''(t) = p_i Q'(t)$, $K'(t) = -\frac{2(n^{(1)} + n^{(2)})^2 p_1 + n^{(2)} p_2}{[n^{(1)} + n^{(2)}]^2 + 2(n^{(1)} p_1 + n^{(2)} p_2) Q(t)]^2} Q'(t)$.

This allows us to check the accuracy of the collision solver without introducing time discretization error.

Fig. 1 depicts the convergence behavior of the proposed fast algorithm with respect to $N$ for different mass ratios. Due to the isotropic nature of the solution, we observe that the errors remain relatively unaffected for different $M$ (number of quadrature points used on the sphere). On the other hand, the method exhibits a spectral convergence as $N$ (number of discretization points in each velocity dimension) increases. It is also clear that the accuracy deteriorates for large mass ratios (to keep the same level of accuracy, larger $N$ is needed). To understand the influence of $N_ρ$ (number of quadrature points in the radial direction), we list in Table 1 the errors of the method with respect to different $N_ρ$. It can be observed that the error is relatively unaffected upon reducing $N_ρ$ from $N$ to $N/2$.

Next we evolve the solution using the SSP-RK2 with time step $\Delta t = 0.01$. Fig. 2 illustrates the time evolution of the distribution function sliced along the velocity domain centerline, i.e., $f_{∥}^{(i)}(·, N/2, N/2)$. It is observed that: (a) the distribution function of the heavy particles becomes more skewed as the mass ratio increases; (b) as time goes by, the distribution function tends towards the Maxwellian.

6.2. Spatially inhomogeneous case

6.2.1. Normal shock with HS collision kernel

As a first example in the spatially inhomogeneous case, we consider the normal shock wave and compare our results with the finite difference solutions reported in [39]. Four cases are considered here whose numerical parameters are described in Table 2. The boundary conditions at upstream and downstream are the in-flow equilibrium boundary (see Eq. (23)). We solve the Boltzmann equation until the solution reaches a steady state. A convergence criterion of $\| f^{n+1} - f^n \|_{L^2}/\| f^n \|_{L^2}$ has been used, where $f^n$ denotes the distribution function at nth time step.

Fig. 3 shows the bulk properties (number density, temperature, velocity, parallel/perpendicular temperature components) for Mach 1.5 normal shock with mass ratios $m_2/m_1 = 0.5$ and $m_2/m_1 = 0.25$. Based on these results, one can infer that DGFS recovers the normal shock reasonably well. In particular, from Figs. 3(a) and 3(b), we observe that a Mach 1.5 shock can be captured with just 8 elements within engineering ±5% accuracy. Note that the discontinuity in the flow profile is the characteristic of the DG method. The discontinuity expectedly vanishes upon refining the grid as in Figs. 3(c), 3(d).

Fig. 4 shows the bulk properties (number density, temperature, and velocity, parallel/perpendicular temperature components) for Mach 1.5 and Mach 3 normal shock for mass ratio $m_2/m_1 = 0.5$ at low concentration $n_+ = 0.1$. Again, we observe a fair agreement with the reference solutions.
Fig. 1. Spatially homogeneous Krook–Wu solution. $L^\infty$ error $E^{(i)} = \|\partial_t f^{(i)}_{\text{exact}} - \partial_t f^{(i)}_{\text{numerical}}\|_{L^\infty}$, $i = 1, 2$ at $t = 4$ for different mass ratios. $N$ is the number of discretization points in each velocity dimension and $M$ is the number of spherical design quadrature points used on the sphere. Number of Gauss–Legendre quadrature points $N_\rho$ in the radial direction is fixed to $N$. A fixed velocity domain $[-12, 12]^3$ has been used for all cases.

6.2.2. Solver configurations

In the sections that follow, we consider the standard benchmark cases of Fourier heat transfer, oscillatory Couette flow, Couette flow, and Fick’s diffusion problem at different Knudsen numbers for different collision kernels including VHS and VSS kernels. The results are compared with those obtained from DSMC with equivalent molecular collision models.

All the cases, unless otherwise noted, employ Argon–Krypton mixture. The collision model parameters are tabulated in Table 3 (as provided in [5]). The reference diameters are selected so as to maintain the reference viscosity (cf. Eq. (4.62) in [5]). Note that the viscosity index ($\omega_{ij}$) and scattering index ($\alpha_{ij}$) are empirical parameters, which are calibrated against experiments so that DSMC simulations reproduce experimental observations. The values of these parameters need to be recalibrated for different temperature ranges and different molecules. One advantage of the proposed fast collision solver is that it works for general collision kernels and can directly accommodate
Fig. 2. Spatially homogeneous Krook–Wu solution. Evolution of $f^{(i)}$, $i = \{1, 2\}$ sliced along the velocity domain centerline, i.e., $f^{(i)}(c, N/2, N/2)$ for different mass ratios. The exact solutions (solid lines) are plotted using $N = 64$. The numerical solutions (symbols) are evaluated using $N = 64$, $M = 6$, $N_\rho = 64$. A fixed velocity domain $[-12, 12]^3$ has been used for all cases. SSP-RK2 with $\Delta t = 0.01$ is used for time stepping. Note that the x-axis has been zoomed to $[-4, 4]$ for better visibility.
Fig. 3. Variation of normalized flow properties along the domain for Mach 1.5 normal shock with \( n^{(2)} / n_{-} = 0.5 \): (a–b) \( m_{2}/m_{1} = 0.5 \) (Case NS-01) with 8 elements, (c–d) \( m_{2}/m_{1} = 0.5 \) (Case NS-01) with 16 elements, and (e–f) \( m_{2}/m_{1} = 0.25 \) (Case NS-02) with 16 elements. Symbols denote results from [39], and lines denote DGFS solutions. Note that the position of the shock wave has been adjusted to the location with the average number density \((n_{-} + n_{+})/2\) as per [39]. The normalized quantities are defined using: \( n^{*(1)} = (n^{(1)} - n^{(2)})/(n_{-}^{(1)} - n^{(2)}) \), \( T^{*(1)} = (T^{(1)} - T_{-})/(T_{+} - T_{-}) \), \( u^{*(1)} = (u^{(1)} - u_{+})/(u_{-} - u_{+}) \), \( T^{*(2)} = (T^{(2)} - T_{-})/(T_{+} - T_{-}) \), and \( T^{*(3)} = (T_{\perp}^{(3)} - T_{-})/(T_{+} - T_{-}) \).
rarefied gas flow problems. The parameters have been selected partially to minimize the statistical fluctuations.

Steps. These DSMC parameters have been in part taken from [23] where the authors investigated the single-species no-time collision (NTC) algorithm. Each steady-state simulation has been averaged for a minimum 100,000 steps in all test cases. A minimum of 30 DSMC simulator particles per species per cell are used in conjunction with the empirical models such as the VHS kernel (see appendix of [40]).

instance, the one introduced in [40], wherein additional approximation is needed even for accommodating purely the scattering models used in traditional DSMC simulations. This is to be contrasted with other fast methods, for instance, the one introduced in [40], wherein additional approximation is needed even for accommodating purely empirical models such as the VHS kernel (see appendix of [40]).

SPARTA [15] has been employed for carrying out DSMC simulations in the present work. It implements the DSMC method as proposed by Bird [5]. The solver has been benchmarked [15] and widely used for studying hypersonic, subsonic and thermal gas flow problems [41–45]. In this work, cell size less than λ/3 has been ensured in all test cases. A minimum of 30 DSMC simulator particles per species per cell are used in conjunction with the no-time collision (NTC) algorithm. Each steady-state simulation has been averaged for a minimum 100,000 steps so as to minimize the statistical noise.

More specifically, for all the cases except oscillatory Couette flow, DSMC-SPARTA simulations employ 500 cells, > 100 particles per cell, a time step of 2 × 10⁻⁹ sec, 1 million unsteady time steps, and 100 million steady time steps. These DSMC parameters have been in part taken from [23] where the authors investigated the single-species rarefied gas flow problems. The parameters have been selected partially to minimize the statistical fluctuations.
Fig. 4. Variation of normalized flow properties along the domain for normal shock with $m_2/m_1 = 0.5$, $n^{(2)}/n_{\infty} = 0.1$: (a–b) Mach 1.5 (Case NS-03), and (c–d) Mach 3 (Case NS-04). Symbols denote results from [39], and lines denote DGFS solutions. Note that the position of the shock wave has been adjusted to the location with the average number density $(n_{\infty} + n_{\infty})/2$ as per [39]. Definition of the normalized quantities is the same as in caption of Fig. 3.

Table 3

VHS and VSS model parameters for different mixture systems [5].

<table>
<thead>
<tr>
<th>Mixture</th>
<th>Ar–Kr</th>
<th>Ar–Kr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision kernel</td>
<td>VHS</td>
<td>VSS</td>
</tr>
<tr>
<td>Molecular mass: $m_1 \times 10^{27}$ kg</td>
<td>66.3</td>
<td>66.3</td>
</tr>
<tr>
<td>Molecular mass: $m_2 \times 10^{27}$ kg</td>
<td>139.1</td>
<td>139.1</td>
</tr>
<tr>
<td>Reference viscosity: $\mu_{\text{ref}, 1}$ ($\times 10^5$ Pa s)</td>
<td>2.117</td>
<td>2.117</td>
</tr>
<tr>
<td>Reference viscosity: $\mu_{\text{ref}, 2}$ ($\times 10^5$ Pa s)</td>
<td>2.328</td>
<td>2.328</td>
</tr>
<tr>
<td>Viscosity index: $(\omega_{11}, \omega_{22})$</td>
<td>(0.81, 0.8)</td>
<td>(0.81, 0.8)</td>
</tr>
<tr>
<td>Viscosity index: $(\omega_{12}, \omega_{21})$</td>
<td>(0.805, 0.805)</td>
<td>(0.805, 0.805)</td>
</tr>
<tr>
<td>Scattering parameter: $(\alpha_{11}, \alpha_{22})$</td>
<td>(1, 1)</td>
<td>(1.4, 1.32)</td>
</tr>
<tr>
<td>Scattering parameter: $(\alpha_{12}, \alpha_{21})$</td>
<td>(1, 1)</td>
<td>(1.36, 1.36)</td>
</tr>
<tr>
<td>Ref. diameter: $(d_{\text{ref}, 11}, d_{\text{ref}, 22})$ ($\times 10^{10}$ m)</td>
<td>(4.17, 4.76)</td>
<td>(4.11, 4.7)</td>
</tr>
<tr>
<td>Ref. diameter: $(d_{\text{ref}, 12}, d_{\text{ref}, 21})$ ($\times 10^{10}$ m)</td>
<td>(4.465, 4.465)</td>
<td>(4.405, 4.405)</td>
</tr>
<tr>
<td>Ref. temperature: $(T_{\text{ref}, 11}, T_{\text{ref}, 22})$ (K)</td>
<td>(273, 273)</td>
<td>(273, 273)</td>
</tr>
<tr>
<td>Ref. temperature: $(T_{\text{ref}, 12}, T_{\text{ref}, 21})$ (K)</td>
<td>(273, 273)</td>
<td>(273, 273)</td>
</tr>
</tbody>
</table>
and linear time-stepping errors inherent to DSMC simulations. We, however, note that these parameters are very conservative from a numerical simulation perspective.

### 6.2.3. Fourier heat transfer of argon–krypton mixture using VHS collision kernel

In the current test case, we consider the effect of temperature gradient on the solution. The coordinates are chosen such that the walls are parallel to the $y$ direction and $x$ is the direction perpendicular to the walls. The geometry as well as boundary conditions are shown in Fig. 5. We consider six cases for a range of temperature gradients and rarefaction levels. The numerical parameters for these six cases are given in Table 4.

Fig. 6 shows the variation of normalized temperature along the domain length for different initial mixture densities: (a)–(b) $\Delta T = 20$ (Case F-01, F-02, F-03), and (c)–(d) $\Delta T = 100$ (Case F-05, F-06, F-07). The results are compared against DSMC. We note minor ($1 - 2\%$) discrepancy between DGFS and DSMC for Krypton in the bulk-region away from the walls. Note however that the amount of predicted temperature jump is consistent between DSMC and DGFS for both species.

---

**Fig. 5.** Numerical setup for 1D Fourier and Couette flows. Distance between the walls is fixed as $H_0 = 10^{-3}$ m. Note that the cells are finer in the near-wall region.

**Table 4**

Numerical parameters for Fourier heat transfer. The molecular collision parameters for Ar–Kr system are provided in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case F-01</th>
<th>Case F-02</th>
<th>Case F-03</th>
<th>Case F-04</th>
<th>Case F-05</th>
<th>Case F-06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
</tr>
<tr>
<td>Collision kernel</td>
<td>VHS</td>
<td>VHS</td>
<td>VHS</td>
<td>VHS</td>
<td>VHS</td>
<td>VHS</td>
</tr>
<tr>
<td>Non-dim physical space</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>$N^3$</td>
<td>32$^3$</td>
<td>32$^3$</td>
<td>32$^3$</td>
<td>64$^3$</td>
<td>64$^3$</td>
<td>64$^3$</td>
</tr>
<tr>
<td>$N_p$</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$M$</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Spatial elements</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>DG order</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
</tr>
<tr>
<td>Mass: $m_0$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
</tr>
<tr>
<td>Length: $H_0$ (mm)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Velocity: $u_0$ (m/s)</td>
<td>337.2</td>
<td>337.2</td>
<td>337.2</td>
<td>337.2</td>
<td>337.2</td>
<td>337.2</td>
</tr>
<tr>
<td>Temperature: $T_0$ (K)</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: $n_0$ (m$^{-3}$)</td>
<td>$1.680 \times 10^{21}$</td>
<td>$8.401 \times 10^{20}$</td>
<td>$1.680 \times 10^{20}$</td>
<td>$1.680 \times 10^{21}$</td>
<td>$8.401 \times 10^{20}$</td>
<td>$1.680 \times 10^{20}$</td>
</tr>
<tr>
<td>Left wall (purely diffuse) boundary conditions (subscript l)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity: $u_l$ (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature: $T_l$ (K)</td>
<td>263</td>
<td>263</td>
<td>263</td>
<td>223</td>
<td>223</td>
<td>223</td>
</tr>
<tr>
<td>Right wall (purely diffuse) boundary conditions (subscript r)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity: $u_r$ (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature: $T_r$ (K)</td>
<td>283</td>
<td>283</td>
<td>283</td>
<td>323</td>
<td>323</td>
<td>323</td>
</tr>
</tbody>
</table>

Initial conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case F-01</th>
<th>Case F-02</th>
<th>Case F-03</th>
<th>Case F-04</th>
<th>Case F-05</th>
<th>Case F-06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity: $u$ (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature: $T$ (K)</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: $n^{(1)}$ (m$^{-3}$)</td>
<td>$1.680 \times 10^{21}$</td>
<td>$8.401 \times 10^{20}$</td>
<td>$1.680 \times 10^{20}$</td>
<td>$1.680 \times 10^{21}$</td>
<td>$8.401 \times 10^{20}$</td>
<td>$1.680 \times 10^{20}$</td>
</tr>
<tr>
<td>Number density: $n^{(2)}$ (m$^{-3}$)</td>
<td>$8.009 \times 10^{20}$</td>
<td>$4.004 \times 10^{20}$</td>
<td>$8.009 \times 10^{19}$</td>
<td>$8.009 \times 10^{20}$</td>
<td>$4.004 \times 10^{20}$</td>
<td>$8.009 \times 10^{19}$</td>
</tr>
<tr>
<td>Knudsen: ($K_{n11}$, $K_{n22}$)</td>
<td>(0.770, 0.591)</td>
<td>(1.541, 1.182)</td>
<td>(7.703, 5.912)</td>
<td>(0.770, 0.591)</td>
<td>(1.541, 1.182)</td>
<td>(7.703, 5.912)</td>
</tr>
<tr>
<td>Knudsen: ($K_{n12}$, $K_{n21}$)</td>
<td>(0.782, 0.540)</td>
<td>(1.564, 1.080)</td>
<td>(7.820, 5.399)</td>
<td>(0.782, 0.540)</td>
<td>(1.564, 1.080)</td>
<td>(7.820, 5.399)</td>
</tr>
</tbody>
</table>
6.2.4. Oscillatory Couette flow of Argon–Krypton mixture using VHS collision kernel

In the current test case, we consider the effect of transient momentum transport for verifying the temporal accuracy of the DGFS. The schematic remains the same as in the previous test case. The left wall is at rest, and the right wall moves with a velocity of \( u = (0, v_a \sin(\zeta t), 0) \) m/s, where \( v_a \) is the amplitude of oscillation. The simulation parameters are given in Table 5. The present case is run for two different wall velocities: (a) \( v_a = 50 \) m/s, and (b) \( v_a = 500 \) m/s. Argon–Krypton mixture with VHS collision model is taken as the working gas. Specifically for DSMC simulations, the domain is discretized into 50 cells with 100000 particles per cell (PPC). For \( v_a = 50 \) m/s case, a time step of \( 2 \times 10^{-10} \) s is employed. For \( v_a = 500 \) m/s case, a time step of \( 2 \times 10^{-11} \) s is employed. The results are averaged for every 1000 (Navg) time steps. These DSMC simulation parameters have been taken from [23]. Note that such low DSMC time steps are particularly needed for obtaining time accurate results since the time stepping is inherently linear in traditional DSMC method [5].

Fig. 7 illustrates the results for the oscillatory Couette flow along the domain length for different \( v_a \). Ignoring the statistical noise, we observe a good agreement between DGFS and DSMC. Note in particular that for both species, the amount of slip at the left wall are different — which is in accordance with the conservation principles. Moreover, the amount of slip is consistent between DSMC and DGFS.
Table 5
Numerical parameters for oscillatory Couette flow. The molecular collision parameters for Ar–Kr system are provided in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case OC-01</th>
<th>Case OC-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
</tr>
<tr>
<td>Collision kernel</td>
<td>VHS</td>
<td>VHS</td>
</tr>
<tr>
<td>Non-dim physical space</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Non-dim velocity space</td>
<td>[−5, 9]³</td>
<td>[−9, 9]³</td>
</tr>
<tr>
<td>N³</td>
<td>24³</td>
<td>48³</td>
</tr>
<tr>
<td>Nρ</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>M</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Spatial elements</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>DG order</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>$2 \times 10^{-8}$</td>
<td>$2 \times 10^{-8}$</td>
</tr>
<tr>
<td>Characteristic mass: $m_0$</td>
<td>$m_{Ar} = m_1$</td>
<td>$m_{Ar} = m_1$</td>
</tr>
<tr>
<td>Characteristic length: $H_0$ (mm)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Characteristic velocity: $u_0$ (m/s)</td>
<td>337.2</td>
<td>337.2</td>
</tr>
<tr>
<td>Characteristic temperature: $T_0$ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Characteristic number density: $n_0$ (m⁻³)</td>
<td>$8.401 \times 10^{20}$</td>
<td>$8.401 \times 10^{20}$</td>
</tr>
</tbody>
</table>

Initial conditions

Velocity: $u$ (m/s) | 0 | 0 |
Temperature: $T$ (K) | 273 | 273 |
Number density: $n^{(1)}$ (m⁻³) | $8.401 \times 10^{20}$ | $8.401 \times 10^{20}$ |
Number density: $n^{(2)}$ (m⁻³) | $4.004 \times 10^{20}$ | $4.004 \times 10^{20}$ |
Knudsen number: $(Kn_{11}, Kn_{22})$ | (1.541, 1.182) | (1.541, 1.182) |
Knudsen number: $(Kn_{12}, Kn_{21})$ | (1.564, 1.080) | (1.564, 1.080) |

Left wall (purely diffuse) boundary conditions (subscript $l$)

Velocity: $u_l$ (m/s) | (0, 0, 0) | (0, 0, 0) |
Temperature: $T_l$ (K) | 273 | 273 |

Right wall (purely diffuse) boundary conditions (subscript $r$)

Velocity: $u_r$ (m/s) | (0, 50sin($\zeta$), 0) | (0, 500sin($\zeta$), 0) |
Temperature: $T_r$ (K) | 273 | 273 |
Period of oscillation: $\zeta$ (s⁻¹) | $2\pi/(5 \times 10^{-5})$ | $2\pi/(5 \times 10^{-5})$ |
Velocity amplitude: $v_a$ (m/s) | 50 | 500 |

6.2.5. Couette flow of Argon–Krypton mixture using VSS collision kernel

Phenomenological scattering models are designed and calibrated (against experiments) so as to recover the correct transport properties. VSS model, in particular, recovers two transport properties: (a) viscosity and (b) diffusion [5].

Couette flow serves as a test case for reproducing the correct viscosity coefficient (the test case for reproducing the correct diffusion coefficient is provided in the later sections). In the current test case, the schematic remains the same as in the previous test case. The left and right parallel walls move with a velocity of $u_w = (0, \mp 50, 0)$ m/s. The simulation parameters are given in Table 6. Argon–Krypton mixture with VSS collision kernel is taken as the working gas.

Fig. 8 illustrates the velocity and temperature along the domain length for both species. Ignoring the statistical noise, we observe an excellent agreement between DGFS and DSMC.

The viscosity $\mu^{(i)}$ can be recovered from the 1-D Couette flow simulations using the relation between shear-stress and velocity-gradient [45,46]:

$$\mu^{(i)} = -\frac{\frac{p^{(i)}}{xy}}{\frac{du^{(i)}}{dx}}.$$

(72)

For consistency, we use Eq. (72) for both DSMC and DGFS. For computing the derivative in (72), we use centered finite difference for DSMC, and the polynomial derivative for DGFS. Fig. 9 illustrates the variation of viscosity along the domain for both species. It is observed that: (a) the viscosity is lower for the heavier (Kr) species since the mixture contains $\sim 32\%$ Kr, and $\sim 68\%$ Ar; and (b) both DSMC and DGFS match well within the expected statistical scatter inherent to DSMC simulations. Note that, in the present simulation, we use DG scheme with $K = 3$.
which implies that the underlying polynomial is quadratic. Hence all the bulk properties including velocity should be a quadratic polynomial. Since the viscosity (72) contains the derivative of the velocity, the overall reconstructed viscosity should be linear, as we observe in Fig. 9(a). Upon increasing $K$, we recover the smooth high order polynomial for viscosity as illustrated in Fig. 9(b).

From a computation viewpoint, DSMC-SPARTA simulations with 500 cells, 900 particles per cell, a time step of $2 \times 10^{-9}$ s, 1 million unsteady time steps, and 20 million steady time steps, on 24 (Intel-Xeon Gold) processors took 26086.45 s. The parameters have been selected to minimize the statistical fluctuations and linear time-stepping errors inherent to DSMC simulations. On the other hand, DGFS simulations on a single (Titan X Pascal) GPU with 4 elements, $K = 3$, $N^3 = 32^3$, $M = 12$ took 6020.19 s to achieve $(\|f^n - f^1\|_{L^2}/\|f^n\|_{L^2})/(\|f^2 - f^1\|_{L^2}/\|f^2\|_{L^2}) < 5 \times 10^{-6}$. Note that these are representative simulation times for indicating the computational efforts required in DGFS and DSMC for 1-D simulations. Our experience shows that even heavily tuned codes can be further improved. A detailed comparison between CPU and GPU performance is subject of future study.

6.2.6. Self diffusion of argon–argon mixture using VSS collision kernel

In the current test case, we consider the effect of diffusive transport. The schematic remains the same as in the previous test case. Argon–Argon mixture with VSS collision kernel is taken as the working gas. To differentiate between two types of Argon, we tag the molecules as Ar$_1$ and Ar$_2$. At the left boundary, Ar$_1$ enters and exits at the
Table 6
Numerical parameters for Couette flow. The molecular collision parameters for Ar–Kr system are provided in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case C-01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Ar–Kr</td>
</tr>
<tr>
<td>Collision kernel</td>
<td>VSS</td>
</tr>
<tr>
<td>Non-dim physical space</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Non-dim velocity space</td>
<td>[−7, 7]^3</td>
</tr>
<tr>
<td>N^3</td>
<td>32^3</td>
</tr>
<tr>
<td>N_p</td>
<td>32</td>
</tr>
<tr>
<td>M</td>
<td>12</td>
</tr>
<tr>
<td>Spatial elements</td>
<td>4</td>
</tr>
<tr>
<td>DG order</td>
<td>3</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>2 × 10^{-8}</td>
</tr>
<tr>
<td>Characteristic mass: m_0</td>
<td>m_{Ar} = m_1</td>
</tr>
<tr>
<td>Characteristic length: H_0 (mm)</td>
<td>1</td>
</tr>
<tr>
<td>Characteristic velocity: u_0 (m/s)</td>
<td>337.2</td>
</tr>
<tr>
<td>Characteristic temperature: T_0 (K)</td>
<td>273</td>
</tr>
<tr>
<td>Characteristic number density: n_0 (m^{-3})</td>
<td>1.680 × 10^{21}</td>
</tr>
</tbody>
</table>

Initial conditions

Velocity: \( u \) (m/s) 0
Temperature: \( T \) (K) 273
Number density: \( n^{(1)} \) (m^{-3}) 1.680 × 10^{21}
Number density: \( n^{(2)} \) (m^{-3}) 8.009 × 10^{20}
Knudsen number: (Kn_{11}, Kn_{22}) (0.793, 0.606)
Knudsen number: (Kn_{12}, Kn_{21}) (0.803, 0.555)

Left wall (purely diffuse) boundary conditions (subscript \( l \))

Velocity: \( u_l \) (m/s) (0, −50, 0)
Temperature: \( T_l \) (K) 273

Right wall (purely diffuse) boundary conditions (subscript \( r \))

Velocity: \( u_r \) (m/s) (0, +50, 0)
Temperature: \( T_r \) (K) 273

Fig. 8. Variation of normalized \( y \)-velocity, and temperature along the domain for Couette flow (Case C-01) obtained with DSMC and DGFS using VSS collision kernel for Argon–Krypton mixture. Symbols denote DSMC solutions, and lines denote DGFS solutions.

right boundary. At the right boundary, Ar_2 enters and exits at the left boundary. The molecules enter the domain with zero mean velocity. The simulation parameters are provided in Table 7.
Fig. 9. Variation of viscosity along the domain for Couette flow (Case C-01) obtained with DSMC and DGFS using VSS collision model for Argon–Krypton mixture. The physical space is discretized using 4 elements: (a) $K = 3$, (b) $K = 4$. Symbols denote DSMC solutions, and lines denote DGFS solutions.

Fig. 10. Variation of number density and diffusion velocity along the domain for self-diffusion cases obtained with DSMC and DGFS using VSS collision kernel for Argon–Argon mixture. Symbols denote DSMC results, and lines denote DGFS results.

Fig. 10(a) shows the variation of concentration $n^{(i)}/n$ along the domain. Since the species-1 enters from the left boundary and exits at right, we observe a drop in species-1 concentration as we move towards the right boundary. Conversely for species-2, since the species-2 enters from the right boundary and exits at left, we observe a drop in species-2 concentration as we move towards the left boundary. The non-linearity of the concentration profile and the associated slip at the boundaries can be explained through the low mixture density, and the fact that the flow is in slip regime. It is also worth noting that throughout the domain at any given $x$ location, the sum of the concentrations of two species is unity which asserts that the numerical formulation is conservative.

Fig. 10(b) shows the variation of diffusion velocity along the domain. Since the species-1 enters from the left boundary and exits at right, we observe a low net diffusion speed (magnitude of the diffusion velocity) for the first species and a high diffusion speed for the second species. Conversely at the right boundary, since the species-2 enters from the right boundary and exits at left, we observe a low diffusion speed for the second species and high diffusion speed for the second species.
Table 7
Numerical parameters for Ar–Ar self diffusion. The molecular collision parameters for Ar are provided in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case SD-01</th>
<th>Case SD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Ar–Ar</td>
<td>Ar–Ar</td>
</tr>
<tr>
<td>Collision kernel</td>
<td>VSS</td>
<td>VSS</td>
</tr>
<tr>
<td>Non-dim physical space</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Non-dim velocity space</td>
<td>[−5.09, 5.09]³</td>
<td>[−5.09, 5.09]³</td>
</tr>
<tr>
<td>N³</td>
<td>32³</td>
<td>32³</td>
</tr>
<tr>
<td>N_p</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>M</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Spatial elements</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>DG order</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>2 × 10⁻⁸</td>
<td>2 × 10⁻⁸</td>
</tr>
<tr>
<td>Viscosity index: (ωij)</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Scattering index: (αij)</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Characteristic mass: m₀</td>
<td>m₀Ar = m₁</td>
<td>m₀Ar = m₁</td>
</tr>
<tr>
<td>Characteristic length: H₀</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Characteristic velocity: u₀</td>
<td>337.2</td>
<td>337.2</td>
</tr>
<tr>
<td>Characteristic temperature: T₀</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Characteristic number density: n₀</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
</tbody>
</table>

Initial conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case SD-01</th>
<th>Case SD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity: u (m/s)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature: T (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽¹⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
<tr>
<td>Number density: n⁽²⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
<tr>
<td>Knudsen number: (Kn₁₁, Kn₂₂)</td>
<td>(0.793, 0.793)</td>
<td>(0.159, 0.159)</td>
</tr>
<tr>
<td>Knudsen number: (Kn₁₂, Kn₂₁)</td>
<td>(0.793, 0.793)</td>
<td>(0.159, 0.159)</td>
</tr>
</tbody>
</table>

Left boundary conditions (subscript l)

Ar₁ enters: inlet boundary condition for Ar₁

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case SD-01</th>
<th>Case SD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity: u₁ (m/s)</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>Temperature: T₁ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽¹⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
</tbody>
</table>

Ar₂ freely exits

Right boundary conditions (subscript r)

Ar₂ enters: inlet boundary condition for Ar₂

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case SD-01</th>
<th>Case SD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity: uᵣ (m/s)</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>Temperature: Tᵣ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽²⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
</tbody>
</table>

Ar₁ freely exits

Fig. 11 illustrates the temperature profile along the domain, where we observe a drop in temperatures of the two species. Based upon these results, it can be inferred that DGFS can resolve the strong gradients in temperature and diffusion velocity with just 4 elements and \( K = 3 \) within engineering accuracy.

For this test case, the self-diffusion coefficient is given as (cf. Eq. (12.18) in [5])

\[
D⁽¹⁾₁₂ = \frac{D⁽²⁾₁₂}{-\left(\langle u⁽¹⁾_x \rangle - \langle u⁽²⁾_x \rangle \right) \frac{n⁽¹⁾(1) n⁽²⁾(2)}{n²} \frac{\Delta x}{\Delta (n⁽¹⁾/n)}}. \quad (73)
\]

While writing this equation, it is also assumed that the coefficient of thermal diffusion is low [47], and therefore the effect of temperature gradient is negligible (see Eq. (8.4.7) in [48]). Note that this equation is an approximation to the diffusion equation, derived from leading order Chapman expansion (see section 8.4 in [48]), and therefore, strictly speaking, the values computed from this equation might not be fully accurate especially for the rarefied flows, since the higher order terms have not been accounted for. For consistency, we use (73) for both DSMC and DGFS. For computing the derivatives in (73), we use centered finite difference for DSMC, and the polynomial derivative for DGFS. In particular, for DSMC simulations, we used 500 cells, 2000 particles per cell, a time step
Fig. 11. Variation of temperature along the domain for self-diffusion cases obtained with DSMC and DGFS using VSS collision kernel for Argon–Argon mixture ($\alpha_{ij} = 1.4$). The physical space is discretized using: (a) 4 elements and $K = 3$, (b) 8 elements and $K = 4$. Symbols denote DSMC results, and lines denote DGFS results.

of $1 \times 10^{-8}$ sec, and averaged the results for 1 million time steps to minimize the statistical scatter in diffusion coefficients.

Fig. 12 illustrates the variation of self-diffusion coefficient along the domain as a function of scattering parameter $\alpha_{ij}$. It is observed that: (a) the diffusion coefficient increases with increase in $\alpha_{ij}$ in accordance with the VSS model (cf. Eq. (3.75) in [5]), (b) both DSMC and DGFS match well within the expected statistical scatter inherent to DSMC simulations, and (c) with increase in number density from Case 01 to Case 02, the diffusion coefficient decreases in accordance with (73). Note that, in the present simulation, we use DG scheme with $K = 3$ which implies that the underlying polynomial is quadratic. Hence all the bulk properties including number density should be a quadratic polynomial. Recall that the diffusion (73) contains the derivative of the number density, and hence the overall reconstructed diffusion coefficient should be linear, which is what we observe in Figs. 12(a) and 12(b). Upon increasing $K$, we recover the smooth high-order polynomial for diffusion coefficient.

6.2.7. Mass diffusion of argon–krypton mixture using VSS collision kernel

In the current test case, we consider the effect of mass diffusion. The conditions remain the same as in previous case, except that Argon–Krypton mixture with VSS collision model is taken as the working gas. More specifically, Argon enters the left boundary and exits at the right boundary; and Krypton enters through the right and exits at left. The molecules enter the domain with zero mean velocity. We consider two cases with different initial number density. The numerical parameters for both the cases are given in Table 8.

Fig. 13(a) shows the variation of concentration profile for the two species. We observe that the concentration of Argon remains greater than Krypton throughout the domain, except for a small portion near the right boundary. This can be directly inferred from the mass/momentum conservation principle i.e., the heavier species diffuses slower and the lighter species diffuses faster. Therefore, after a sufficiently long time, the concentration of lighter species will be greater than that of heavier species in the major part of the domain. As in the self-diffusion case, the sum of the concentrations of both species is unity throughout the domain at any given $x$ location. The effect of the momentum conservation is more apparent in Fig. 13(b) wherein we observe a higher diffusion speed for the lighter species and a lower diffusion speed for the heavier species.

7. Conclusions

A fast spectral method for the multi-species Boltzmann collision operator has been proposed in this work. The method is designed to handle the cross-molecular interactions between dissimilar species with moderate mass ratios.
Fig. 12. Variation of diffusion coefficient along the domain for self-diffusion cases obtained with DSMC and DGFS using VSS collision model for Argon–Argon mixture. Note that only $\alpha_{ij}$ is varied by keeping all other parameters fixed as in Table 7. Symbols denote DSMC results, and lines denote DGFS results.
Table 8
Numerical parameters for Ar–Kr mass diffusion. The molecular collision parameters for Ar–Kr system are provided in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case MD-01</th>
<th>Case MD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Ar–Kr</td>
<td>Ar–Kr</td>
</tr>
<tr>
<td>Collision kernel</td>
<td>VSS</td>
<td>VSS</td>
</tr>
<tr>
<td>Non-dim physical space</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Non-dim velocity space</td>
<td>[−5.09, 5.09]³</td>
<td>[−5.09, 5.09]³</td>
</tr>
<tr>
<td>N³</td>
<td>32³</td>
<td>32³</td>
</tr>
<tr>
<td>Nρ</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>M</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Spatial elements</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>DG order</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>2 × 10⁻⁸</td>
<td>2 × 10⁻⁸</td>
</tr>
<tr>
<td>Characteristic mass: m₀</td>
<td>mᵦᵣ = m₁</td>
<td>mᵦᵣ = m₁</td>
</tr>
<tr>
<td>Characteristic length: H₀ (mm)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Characteristic velocity: u₀ (m/s)</td>
<td>337.2</td>
<td>337.2</td>
</tr>
<tr>
<td>Characteristic temperature: T₀ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Characteristic number density: n₀ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
</tbody>
</table>

Initial conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case MD-01</th>
<th>Case MD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity: u (m/s)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Temperature: T (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽¹⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
<tr>
<td>Number density: n⁽²⁾ (m⁻³)</td>
<td>8.009 × 10²⁰</td>
<td>4.004 × 10²¹</td>
</tr>
<tr>
<td>Knudsen number: (Kn₁₁, Kn₂₂)</td>
<td>(0.793, 0.606)</td>
<td>(0.159, 0.121)</td>
</tr>
<tr>
<td>Knudsen number: (Kn₁₂, Kn₂₁)</td>
<td>(0.803, 0.555)</td>
<td>(0.161, 0.111)</td>
</tr>
</tbody>
</table>

Left boundary conditions (subscript l)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case MD-01</th>
<th>Case MD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar enters: inlet boundary condition for Ar</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity: uᵣ (m/s)</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>Temperature: Tᵣ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽¹⁾ (m⁻³)</td>
<td>1.680 × 10²¹</td>
<td>8.401 × 10²¹</td>
</tr>
<tr>
<td>Kr freely exits</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Right wall (purely diffuse) boundary conditions (subscript r)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case MD-01</th>
<th>Case MD-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kr enters: inlet boundary condition for Kr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity: uᵣ (m/s)</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>Temperature: Tᵣ (K)</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Number density: n⁽²⁾ (m⁻³)</td>
<td>8.009 × 10²⁰</td>
<td>4.004 × 10²¹</td>
</tr>
<tr>
<td>Ar freely exits</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In particular, it is applicable to general collision kernels which allows us to directly compare our results against the well-known stochastic DSMC solutions. The fast collision algorithm in the velocity space was then coupled with the discontinuous Galerkin discretization in the physical space to yield highly accurate numerical solutions for the full spatially inhomogeneous Boltzmann equation. The DG-type formulation employed in the present work has advantage of having high order accuracy at the element-level, and its element-local compact nature (and that of our collision algorithm) enables effective parallelization on massively parallel architectures.

To validate our solver, extensive numerical tests were performed, including the spatially homogeneous Krook–Wu solution for Maxwell molecules where the exact solution is known; normal shock wave for HS where finite difference solutions are available for comparison, and Fourier, oscillatory Couette, Couette, self diffusion, mass diffusion problems where different collision kernels (VHS and VSS), Knudsen numbers, and mass ratios were considered and the results were compared well with DSMC solutions.
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Fig. 13. Variation of number density, diffusion velocity, and temperature along the domain for mass-diffusion cases obtained with DSMC and DGFS using VSS collision model for Argon–Krypton mixture. Symbols denote DSMC results, and lines denote DGFS results.
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