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Special Distributions and Their Associated Properties
© Uniform Distribution

© Gamma Distribution

© Inverse Gamma Distribution

@ Multivariate Normal Distribution
@ Marginals and Conditionals

© Multivariate Student-t Distribution
@ Mean and Variance
@ Marginals and Conditionals of Student-t

@ The Wishart Distribution

@ The Binomial Distribution

© The Poisson Distribution

© The Multinomial Distrubion

@ The Dirichlet and Beta Distributions
@ The Pareto Distribution
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Uniform Distribution

The Uniform Distribution

A continuous random variable, Y, has a Uniform distribution over the
interval [a, b], denoted Y ~ U (a, b), if its p.d.f. is given by:

L.
[ 5 fa<sy<b
fu(yla, b) = { 0 otherwise,

where —oc0 < a < b < 0.

If Y ~ U(a,b) then E(Y) = 2£b and var (Y) = (bfza)z-
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The Gamma Distribution

A continuous random variable Y has a Gamma distribution with mean
i > 0 and degrees of freedom v > 0, denoted Y ~ 7 (u,v), if its p.d.f. is:

f’Y(y|u7 V) =

c;lyuT_2 exp (—%) if 0<y<o
0 otherwise,

where the integrating constant is given by ¢, = (%") T (%) .
It is also common to parameterize the Gamma in terms of o = 5 and

8= 27“ in which case we denote the distribution as Y ~ G (a, 3). The
associated density function is denoted by fs(y|a, 3) where

-1 a-—1 .
_J gyt rexp(—y/B) if 0<y<oo
fe(yla, B) = { 0 otherwise,

and cg = T ().
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Gamma Distribution

Mean and Variance of the Gamma Distribution

If Y ~ G (a,3) then E(Y) =ap and Var(Y) = aB?. If Y ~ y(u,v),
then E(Y) = p and Var(Y) = 242 /v.

Notes: Distributions related to the Gamma include the Chi-square
distribution which is a Gamma distribution with v = pu. It is denoted by
Y ~ x2(v). The Exponential distribution is a Gamma distribution with
v=2.

Justin L. Tobias (Purdue) Distributional Catalog



Inverse Gamma Distribution

The Inverse Gamma Distribution

We denote the inverted Gamma density as Y ~ IG («, 3). Though
different parameterizations exist (particularly for how 3 enters the
density), we utilize the following form here:

Y ~1G(a, 8) = ply) = [[(@)5°]ty~ P exp(=1/lyA]), v >0.
The mean of this inverse Gamma is E(Y) = [B(a — 1)]7}, for a > 1, and

the variance is Var(Y) = [#?(a — 1)?(a — 2)] 7! for a > 2.
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Multivariate Normal Distribution

The Multivariate Normal Distribution

A continuous k—dimensional random vector, Y = (Y1, .., Yi)', has a
Normal distribution with mean g (a k—vector) and variance X (a k X k
positive definite matrix), denoted Y ~ N (u, X), if its p.d.f. is given by:

1 ) 1 b
Pyl T) = d(y;p, X)) = — X[ 2exp | =S (y — ) T (y — )| -

(2m)>2 2
The cumulative distribution function of the multivariate Normal, evaluated
at the point y*, is denoted by ® (y*|u, X) or, if u =0, =1, by ®(y*)

Note: The special case where k =1, ;4 =0 and £ = 1 is referred to as the
Standard Normal distribution.
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Multivariate Normal Distribution Marginals and Conditionals

Marginals and Conditionals of Multivariate Normal

Suppose the k—vector Y ~ N (u,X) is partitioned as:

Y,
(%)
Y2

where Y(,-) is a kj—vector for i = 1,2 with k; + ko = k and 1 and X have
been partitioned conformably as:

_ u(1)>
a <u(2)

5 — < a1 T(2) >
Z’(12) 2 (22)

and
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Multivariate Normal Distribution Marginals and Conditionals

Marginals and Conditionals, Continued

Then the following results hold:
@ The marginal distribution of Y(;y is N (,u(,-),Z(,-,-)) fori=1,2.
@ The conditional distribution of Y(1) given Y(2) = y(2) is
N (1), Zqujz)) where

) = pay + Za2) X Vo) — 1)
and

-1
T(a2) = L) — L(12) T (20) (12)-
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The Multivariate Student-t

A continuous k—dimensional random vector, Y = (Y4,.., Yx)', hasa t
distribution with mean p (a k—vector), scale matrix ¥ (a k x k positive
definite matrix) and v (a positive scalar referred to as a degrees of
freedom parameter), denoted Y ~ t(u, X, v), if its p.d.f. is given by:

v+k

fe(ylp, X, v) = *\Z! VRN (RN (b sl (21| R

where

N\»

Ct =
14

M\‘i‘ b

mr(3)

+ NI

X[ N—

r (")
Notes: The special case where k =1, =0 and X = 1 is referred to as
the Student-t distribution with v degrees of freedom. Tables providing
percentiles of the Student-t are available in most econometrics and
statistics textbooks. The case where v = 1 is referred to as the Cauchy
distribution.

~ ‘
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Mean and Variance of Student-t

If Y ~t(p,X,v)then E(Y)=pifv>1andvar(Y)=-5Xifv>2

Notes: The mean and variance only exist if v > 1 and v > 2, respectively.
This implies, for instance, that the mean of the Cauchy does not exist
even though it is a valid p.d.f. and, hence, its median and other quantiles
exist. ¥ is not exactly the same as the variance matrix and, hence, is given
another name: the scale matrix.
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Multivariate Student-t Distribution Marginals and Conditionals of Student-t

Marginals and Conditionals of Student-t

Suppose the k—vector Y ~ t(p, X, v) is partitioned as in our description
of the multivariate Normal, as are i and X.Then the following results hold:

@ The marginal distribution of Y(; is t( (iys 2(iiys V ) fori=1,2.

@ The conditional distribution of Y(l) given Y(z) = Yo is
t (,u(1|2), Y,V + k1) where

K@) = 1y + Za2) Zp Vo) — 1) -

2(112) = haje) [Z(n) - Z(lzﬁ(’zlz)z’(u)}

and

1 .
hap = [V + (Vo) — 1) Tiany () — M(z))} :
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The Wishart Distribution

Let H be an N x N positive definite (symmetric) random matrix, A be a
fixed (non-random) N x N positive definite matrix and v > 0 a scalar
degrees of freedom parameter. Then H has a Wishart distribution,
denoted H ~ W (A, v), if its p.d.f. is given by:

v—N-1

1 v 1
fw (H|Av) = a|H] |A| ™2 exp [—2tr (A_lH)] ,

where

N .
v N(N-1) 1—
= 2 Hr<”+2 )

i=1
Note: If N =1, then the Wishart reduces to a Gamma distribution (i.e.
fw (H|A,v) = fg(H|vA,v) if N =1).
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Some Moments of the Wishart Distribution

If H~ W (A,v) then
E (Hj) = vAj,

Var(H,'J'):V(A,?J-—i-A,','A_U), ihj=1.,N
and
COV(HU7 Hkm) = V(AikAjm + AimAjk)) i7.j7 ka m= 17 3 Na

where subscripts i, j, k, m refer to elements of matrices.
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The Binomial Distribution

A discrete random variable, Y, has a Binomial distribution with parameters
T and p, denoted Y ~ B(T,p), if its probability function is given by:

Dop(1—p)7 if y=01,.,T

s (yIT.p) {0 otherwise,

where 0 < p <1 and T is a positive integer. The Bernoulli distribution is
a special case of the Binomial when T = 1.
If Y ~ B(T,p) then

E(Y)=Tp, var(Y)=Tp(l1-p).

Note: This distribution is used in cases where an experiment, the outcome
of which is either "success” or "failure”, is repeated independently T

times. The probability of success in an experiment is p. The distribution of
the random variable Y, which counts the number of successes, is B(T, p) .
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The Poisson Distribution

The Poisson Distribution

A discrete random variable, Y, has a Poisson distribution with parameter
A, denoted Y ~ Po (), if its probability function is given by:
Med(=d) e, —=0,1,2, ...
fpo(yIA):{O Iz TY=ERLS

otherwise,

where \ a positive real number.

If Y ~ Po(A)then E(Y)=Xandvar(Y)= A\
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The Multinomial Distrubion

The Multinomial Distribution

A discrete N—dimensional random vector, Y = (Y1,.., Yy)', has a

Multinomial distribution with parameters T and p, denoted Y ~ M (T, p),
if its probability density function is given by:

TR i =01, Tand YNy =T
f T, = y1l-~)/N!p1 PN Vi )Ly ey i=1Yi
MOIT.P) { 0 otherwise,

where p = (p1,..,pn) , 0 < pi<1fori=1,.,N, ZINZI pi=1land Tisa
positive integer.
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The Dirichlet and Beta Distributions

Let Y = (Y1,.., Yn) be a vector of continuous random variables with the
property that Y1 + ..+ Yy = 1. Then Y has a Dirichlet distribution,
denoted Y ~ D («), if its p.d.f. is given by:

fo (Y]a) =

Hya’_l,

i=1

[H,Nﬂ- (cvi)

where o = (a1, ..,an), aj > 0fori=1,..,N and a = Z _, ;. The Beta
distribution, denoted by Y ~ (3 (a1, ), is the Dirichlet distribution for
the case N = 2. Its p.d.f. is denoted by fg (Y]|a1, as).

Note: In the case N = 2, the restriction Y7 + Y2 = 1 can be used to
remove one of the random variables. Thus, the Beta distribution is a
univariate distribution.
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Moments of the Dirichlet Distribution

Suppose Y ~ D («) where o and a are as given as in the previous page.
Thenfori,j=1,..,N,

o E(V) =2,

o var (Y;) = 0;’2((2;0{’)) and

e cov (YY) = —%
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The Pareto Distribution

A continuous random variable Y has a Pareto distribution if its p.d.f. is
given by:

Xy >
f » 7)\ — y)\+1 | .y - 7
P2 (v17:4) { 0 otherwise
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