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Fig. 4: Summarized results from gesture testing. Note that the lower attempts indicate
that participants performed the gesutre more correctly.

participants (n=12) in [22] range between 22 and 34. Our
participants’ ages ranged from 61 to 66, P1, P2, and P3 are
male and own iPhones or iPads, and P4 is female and owns
no touchscreen devices. P1, P3, and P4 are blind and P2 is
legally blind. For this usability study, we employed a Samsung
Nexus S that has a 4.0-inch screen. It would be worth noting
that this study would have the limitation of not gathering data
on if the participants were right-handed or left-handed since
that could affect performing certain gestures.

In our previous studies in [13], we conducted user studies
with 8 visually impaired participants on various gestures on a
touchscreen smartphone. Although we could not derive which
gestures are easier or more difficult in a numerical fashion, the
studies have shed on selecting the following eight gestures for
the gesture testing for our app: =, <, swipe right, swipe left, O,
N, S, ~, and _. First, we walked the participant through each
gesture teaching them how to perform them. Then, we directed
them to attempt specific gestures which the app communicated
to them one at a time. Participants could have up to five
attempts on each gesture so that we could discern a quantitative
score for difficulty of each gesture without overly taxing
the users in terms of time or frustration. Once participants
performed a specified gesture correctly, they were advanced to
the next gesture. Once participants completed the list of nine
specified gestures, they were asked to attempt the list again in
a different order. The order of gestures was randomly selected
by the app to minimize any bias in performance due to gesture
ordering. The test concluded once this list was completed
five times (with the list of gestures presented in five different
configurations) by each participant. Fig. 4 shows the average
with the standard deviation of attempts for each gesture over
participants. Note that the lower attempts on a vertical axis
indicate that participants performed the gesture more correctly.
From this figure, we can see that the most troublesome gesture
was <, followed by N, then S, then >. Also, we can see that N
and S which have motions in multiple directions were incorrect
more often. These findings are consistent with the participant
comments which reflected a greater difficulty and effort (in
terms of time spent) to execute these gestures.

Fig. 4 further shows that the gestures swipe right, swipe
left, , _, and O were the best executed gestures. However,

~ and _ were not always drawn accurately. More often

than not they were executed more as L shapes following
the sides of the screen. This result indicates that L shapes
might be a good gesture to use since visually impaired users
can follow the screen edge to write that gestures although
it may require a greater effort in terms of time spent. All
participants recommended using simpler gestures instead of
ones that have components that go in multiple directions.
Commonly recommended gestures were directional swiping
with one or two fingers, which is consistent with what we
discovered in past work [13], and therefore we selected those
directional swiping gestures for our app as shown in Fig. 2

(b).
B. Overall accessibility of interface

Accessibility and ease of operating the app and adding data
to it (via voice and gestures) are critical for visually impaired
users. Therefore, we also conducted usability studies to assess
the accessibility of the interface with the same four visually
impaired participants. To test the accessibility of our app, the
participants were first given a demo of the app interface, and
were then asked to use either gestures or speech to input the
transportation medium that they would use to navigate, and
the contact name of the place/person to which they plan to
navigate (e.g., Natural History Museum). Participants were
also asked to use gestures to give system answers and feedback
as requested by the app. This testing process (Test 1) was
repeated twice for each participant. Furthermore, to test ease
of use of the interface, participants were asked to speak an
address location to annotate, and to use gestures to navigate
the map and add a waypoint (Test 2). The results from these
tests are summarized in Table I that shows how many were
successful from the n attempts.

TABLE I: USABILITY STUDIES ON OUR APP

Participant (ng;;St 1(3) Teészt) 2
P1 3 3 2
P2 1 2 2
P3 2 3 2
P4 0 2 -
Average 1.5 2.5 2

P4 was new to using a smartphone device, and thus had
difficulties figuring out the gesture interaction with the device
in the first attempt. But, P4 showed improvement in the second
attempt. This participant was also unable to complete the latter
part of the experiment due to scheduling constraints which
required P4 to end the test session early.

Following these tests, we also conducted a debrief session
where we collected feedback from the participants (verbally)
about their experience during the quick tests, and their feed-
back on [a] speech recognition, [b] voice instruction, [c]
gesture instruction, and [d] overall ease of use and accessibility
of our app. We asked them to rate [a] to [c] in a range of O
to 5, with O being very bad and 5 being excellent, and [d] in
a range of 0 - 10. There was no specific reason to have these
different rating ranges; but, we wanted to open up users’ rating
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on overall performance of the app more widely. The results
are summarized in Table II.

TABLE II: USER SCORE ON OUR APP

Participant [a] [b] [c] [d]
/1tem Speech | Voice | Gesture | Overall
P1 5 4 5 9
P2 5 3 5 8
P3 4 4 5 9
P4 2 4 4 6
Average 4 3.75 4.5 8

The system had difficulty understanding the speech inputs
by P4 because he/she is more accustomed to typing on a
physical keyboard with a talk-back feature. This caused P4
to assign a score of 2 out 5 on the speech function. However,
on average, the participants liked the overall system and its
features, but commonly pointed out that we would need to
implement a verbosity tool for avoiding repetitive instructions.
This verbosity comment is reflected in the relatively low
scoring for the voice instruction feature. Also, all participants,
when presented with our planned methodology for introducing
audio breadcrumbs and an interface to incorporate information
from trusted sources, wholeheartedly approved of the plan and
indicated that it would be very helpful. Selected comments
from this user feedback are shown below.

“The breadcrumb approach will be helpful for the user
for orienting and locating in frequently visited places.”
(P3)

“Trusted sources will be very helpful not only for outdoor
navigation but also for indoor navigation. For example,
trusted sources can help visually impaired users to read
the room number or the direction.” (P2)

V. AUDIO BREADCRUMBS AND TRUSTED SOURCES

While most of the online map services including Google
Maps provide information needed for route planning, the
map rarely provides continuous information about dynamic
changes, for example blocked street and sidewalk, which are
often useful for blind travelers to accomplish safe and inde-
pendent navigation. In addition, these solutions do not allow
users to verbally annotate their routes on the maps. Addressing
these shortcomings, we present a framework for incorporating
information from trusted sources, and user annotations in the
form of audio breadcrumbs to enhance assistive navigation
aids.

The underlying motivation for a framework that incorporates
input from trusted sources is enabling individuals and orga-
nizations trusted by visually impaired travelers to share their
observations and information relevant to navigating unfamiliar
environments via a connected network. This collaborative
information sharing will ultimately empower blind travelers
to navigate unfamiliar urban environments safely and inde-
pendently. For example, if a street is under renovation and a
trusted source traveling via this route observes this potential
risk to blind travelers, he/she can report this information using
the trusted sources interface. A blind traveler can then benefit

from this information since the route planner can take this
information into account and provide an alternative path to
the destination.

Trusted sources can be relevant authorities in the local-
ity (e.g., a policeman), property managers (e.g., a business
owner), O&M experts, family and friends, or visually impaired
travelers themselves. Previous studies [23] have shown that
many visually impaired people prefer obtaining navigational
information from other visually impaired persons because they
are more likely to get information and directions that are
accessible and relevant to them. Therefore, we made sure that
visually impaired people can also act as trusted sources to
other blind travelers. However, since there are many sighted
people who are either trained or have learned to give good
directions to blind travelers, we also made sure that the trusted
sources interface was accessible to sighted individuals.

Furthermore, a visually impaired traveler can verbally
record points of interest and reminders during a navigational
experience and refer to it for future trips using the audio
breadcrumb interface. The user can launch with a long tap
(longer than 2 seconds) on the screen to record a message.
When using this interface, the user can record a message and
play it back. Examples of the message would include any
potential problems encountered at that location, a waypoint
identifier, or orientation information for future trips. The audio
breadcrumb then appears as a waypoint on the map and as the
traveler approaches the vicinity of this waypoint, the recorded
information is played back to the user.

Visually impaired users are given two options when using
the trusted sources interface. The first option is to use the
current location as the tag for the recorded information. The
second option is to specify a location other than the current
location and associate it with the recorded information. If
they select to use the current location, then the breadcrumb
interface is launched and the same procedure described above
is followed. If the user instead selects to add some other
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Fig. 5: A snapshot of the trusted source interface for sighted users.
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technology tools to empower blind and visually impaired
travelers to safely and independently accomplish urban travel.
In this paper we introduce two significant enhancements to
the existing assistive navigation tools for this community.
Namely, a mechanism for blind travelers to annotate their paths
with useful information in the form of audio breadcrumbs,
and a framework that allows user-designated trusted sources
to provide navigation-related information that is incorporated
into the route planning of the assistive tools. We developed a
prototype smartphone-based navigation tool that demonstrates
both of these enhancements, including a quick usability study
to validate the concept and inform some aspects of the imple-
mentation. Moreover, we described detailed use-case scenarios
that demonstrate the value of these enhancements.

While the demonstrated approach provides significant ben-
efits to the target users, there are also a few limitations
that must be addressed in future work. One consideration
is the amount of data that the trusted sources can generate.
Large amounts of data can slow down the responsiveness of
the app and also could incur monetary costs depending on
specific smartphone data plans. We are considering several
data management strategies to address this concern. A second
consideration is managing information conflicts from differ-
ent trusted sources and managing information with unknown
lifetimes. We can borrow strategies from the literature where
a variety of technology solutions have grapples with similar
issues. Other planned future work includes implementing
verbosity control measures for avoiding repetitive instructions,
enhancing localization accuracy, eliminating the dependence
on the Google servers, and testing the app with visually
impaired users.
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