
ASSIGNMENT IV, STAT 532 (Pasupathy), Fall 2022

1. Determine the transition matrix for the following Markov chains.

(a) Consider a sequence of n tosses of a coin with the probability of “heads” p.
At time n (after n tosses) the state of the process is the number heads minus
the number of tails.

(b) N black balls and N white balls are placed in two urns so that each urn
contains N balls. At each step, one ball is selected at random from each urn
and the two balls are exchanged. The state of the system is the number of
white balls in the first urn.

2. Consider the two-state Markov chain with the one-step transition probability ma-
trix P (1, 1) = 1� p, P (1, 2) = p, P (2, 1) = q, and P (2, 2) = 1� q, where p+ q > 0.
Find P n.

3. Let Xn, n � 0 be the two-state Markov chain.

(a) Find P (T0 = n|X0 = 0)

(b) Find P (T1 = n|X0 = 0).

4. Let x and y be distinct states of a Markov chain having d < 1 states and suppose
that x leads to y. Let n0 be the smallest positive integer such that P n0(x, y) > 0
and let x1, x2, . . . , xn0�1 be states such that

P (x, x1)P (x1, x2) · · ·P (xn0�2, xn0�1)P (xn0�1, y) > 0.

(a) Show that x, x1, . . . , xn0�1, y are distinct states.

(b) Use (a) to show that n0  d� 1.

(c) Conclude that P (Ty  d� 1|X0 = x) > 0.

5. Let Xn, n � 0 be a Markov chain whose state space S is a subset of {0, 1, 2, . . .}
and whose transition probability matrix P is such that

X

y

yP (x, y) = Ax+B, x 2 S,

for some constants A and B.

(a) Show that E[Xn+1] = AE[Xn] + B.

(b) Show that if A 6= 1, then

E[Xn] =
B

1� A
+ An

✓
E[X0]�

B

1� A

◆
.

1

 



6. Let y be a transient sate. Show that for all x,

1X

n=0

P n(x, y) 
1X

n=0

P n(y, y).

7. Show that ⇢xy > 0 if and only if P n(x, y) > 0 for some positive integer n.

8. Let’s recall the one-dimensional random walk discussed in class. {Xk, k � 0} is a
Markov chain with Xk 2 Z (set of integers) and having transition function

⇡(x, y) =

8
><

>:

pr y = x+ 1;

p` = 1� pr y = x� 1;

0 y /2 {x+ 1, x� 1}.

(Loosely, in the one-dimensional random walk, the chain “steps to the right” with
probability pr, and “to the left” with probability p`.) Show that if pr = p` =

1
2 ,

then all states x 2 Z are recurrent; otherwise, all states x 2 Z are transient.

9. Now consider the two-dimensional random walk where {Xk, k � 0} is a Markov
chain Xk 2 Z⇥ Z (two-dimensional integer lattice), having transition function

⇡((x1, y1), (x2, y2)) =

8
>>>>>><

>>>>>>:

pr (x2, y2) = (x1 + 1, y1);

p` (x2, y2) = (x1 � 1, y1);

pu (x2, y2) = (x1, y1 + 1);

pd (x2, y2) = (x1, y1 � 1);

0 otherwise,

where pr + p` + pu + pd = 1 and pr, p`, pu, pd � 0. (Loosely, in the two-dimensional
random walk, the chain steps to the right, left, up, and down with the respective
probabilities pr, p`, pu and pd.) Show that the chain is recurrent if pr = p` = pu =
pd =

1
4 .

Hint: In the second and third problems, it is di�cult to show that a state z is recur-
rent or transient directly, from the definition. Instead, since every state communicates
with every other, use the fact that a state z is recurrent if and only if

E[N(z) |X0 = x0] =
1X

n=1

P (Xn = z |X0 = x0) = 1.

Also, Stirling’s beautiful formula n! ⇠
p
2⇡n

�
n
e

�n
, where an ⇠ bn means limn!1

an
bn

= 1.
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1 a Xn Hn Tn 2 Hn n

where Hn number of Heads

in n tosses Tn number ofTails
in n tosses

Hn E 0,1 2 n and hence

X n e n nt2 htt in

P Xm ntjti Xe nj p

P Xm ntj IX nj i p

j O 2,4 n



b At time n suppose there

are W white balls in un 1

So there are N W white balls in

win 2 N W black balls in uan 1

and W black balls in uan 2

P Xm W Xn W 2 x Nt

P Xna Wti X W NIT
P Xm W i Xen 4
W e N n N nti Ntn



2 Lets find

P I I P X I X 1

Pay P Xn I X i 1 PCXn.fi X D

PCXn ilXniDPCXE X D

i p P i i t q l Pn ti

l p g P i Dt q

Re
cussing back we get

n 2

P I 1 C p g PCI D Ell p jtg
j o



l p 9 fig Year

Similarly

P 2 1 P X I Xn F 1 PLY 1 ED

P Xii IX e PCA xD

l p PMG 1 q i Phi

l p g P 2 Dt Eli p gJg
j o

ptg ptg
i p g

B



3 a P To n X 0

Plo 1 Pa D PCI o

b P T n X o

Plo O PCO 1

B



4 a k ki ka Ray y have

to be distinct for otherwise we

can find a path from x to

y that takes fewer than no

steps
b Total number of states

doo

and so not d l

C P Ty
s d i IX n

Pfa.se Pla a Plan i y o



5 E Xna ELE Xm X

P Xian IE Xm Xing
kn

P XEN ant PknFanti Xen
k n Antl

P Xen A ant B

Rn

A E XD B

b Recusse backward and sum

II



6 For a transient state y

P x y Play EPGy
n o

Say EP G g
We know that t ne s

Ep ay try
I lyyTherefore

ZIP Gy Say t FI
Fey EP yay



7 Fy If Pkn y o then

Try P Ty L X a

P E Ig x X D

P Ig Xn Xen

P ay
o

f Now suppose lay 0

Then we know that

Gay lay EP ay 0

I lyy
na

Hence I n such that P x y
0

I



8 Lets calculate G o o

We see that for no 1

P Xan o X o o

and

P Xan 0 X o P S n

where S n Bin 2n

PCs n I CH

mini In



From Stirling

n lhim
n so Fyn

1

So

n FKEYETEETH
É

Precisely

lim
no

I 1

Yen



Since

Glo o Ep o.o
n o

and

him P 0,0 1

n o YFn

conclude

G o o D

and o is a recurrent state

A similar analysis for any G a n
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9 Similar to the previous problem

let's calculate G o.o o.o

To return to Co o after 2n

steps the chain has to make

j steps to the right j steps

to the left n j steps up
and n j steps down for j 1.2 in



p o o 0,0

Ej Ej It Y pi pi i pedpi

Now use Stirling again to

demonstrate that

P o o o o A
n

if Pe p Pu Pd 44


