
PRACTICE PROBLEMS, STAT 532 (Pasupathy), Fall 2022

1. A Markov chain has the state space {0, 1, 2} and transition matrix
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0.4 0.4 0.2
0.3 0.4 0.3
0.2 0.4 0.4
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Show that the chain has a unique stationary distribution ⇡. Find ⇡.

2. Consider a Markov chain having transition function P such that P (x, y) = ↵y, x 2
S. Show that the chain has a unique stationary distribution given by

⇡(y) = ↵y, y 2 S.

3. Let ⇡ be a stationary distribution of a Markov chain. Show that if ⇡(x) > 0 and

x leads to y, then ⇡(y) > 0.

4. Let ⇡ be a stationary distribution of a Markov chain. Suppose y and z are two

states such that for some constant c,

P (x, y) = cP (x, z), x 2 S.

Show that ⇡(y) = c⇡(z).

5. Let ⇡0 and ⇡1 be distinct stationary distributions of a Markov chain.

(a) Show that for 0  ↵  1, the function

⇡↵(x) = (1� ↵)⇡0(x) + ↵⇡1(x), x 2 S

is a stationary distribution.

(b) Show that the distinct values of ↵ determine distinct stationary distributions.

6. Consider a birth and death chain on the nonnegative integers and suppose that

p0 = 1, px = p > 0 for x � 1, and qx = q = 1�p > 0 for x � 1. Find the stationary

distribution when it exists.

7. Consider a Markov chain having state space {0, 1, . . . , 6} and transition matrix
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1/2 0 1/8 1/4 1/8 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 1 0 0 0 0 0

0 0 0 0 1/2 0 1/2
0 0 0 0 1/2 1/2 0

0 0 0 0 0 1/2 1/2
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(a) Find the irreducible closed sets of recurrent states, and stationary distribution

concentrated on each of these sets.

(b) Find limn Gn(x, y)/n.

8. A particle moves according to a Markov chain on {1, 2, . . . , c + d}, where c and

d are positive integers. Starting from any one of the first c states, the particle

jumps in one transition to a state chosen uniformly from the last d states; starting

from any of the last d states, the particle jumps in one transition to a state chosen

uniformly from the first c states.

(a) Show that the chain is irreducible.

(b) Find the stationary distribution.

9. Consider a Markov chain on the nonnegative integers having transition function

P given by P (x, x+ 1) = p and P (x, 0) = 1� p, where 0 < p < 1. Show that this

chain has a unique stationary distribution ⇡ and find ⇡.

10. The transition function of a Markov chain is called doubly stochastic if
P

x2S P (x, y) =
1, y 2 S. What is the stationary distribution of an irreducible Markov chain having

d < 1 states and a doubly stochastic transition function?
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1 Explicitly solve for it
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Conditions for uniqueness are satisfied
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7 By observation I is a transient

set and 12,3 4 5,63

are irreducible closed sets of
recurrent states

Stationary distbn
concentrated on 1.2.33

is 0 s s s 09,03

Stationary distbn concentrated on 4,563

is 0 0,0 0 43 s s
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10 Let the Markov chain have

States 1,2 d

By observation

Tk L 9 1,2 d


