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ABSTRACT

Much work has been undertaken recently toward #weldpment of low-power, high-performance senswaorks.
There are many static remote sensing applicationg/fich this is appropriate. The focus of this @lepment effort is
applications that require higher performance comport, but still involve severe constraints on povaed other
resources. Toward that end, we are developing @nfiguirable computing platform for miniature rolwoind human-
deployed sensor systems composed of several mutiles. The system provides static and dynamic figewability
for both software and hardware by the combinatib@BU (central processing unit) and FPGA (fieldgnammable
gate array) allowing on-the-fly reprogrammabili§tatic reconfigurability of the hardware manifeis¢elf in the form
of a “morphing bus” architecture that permits thedular connection of various sensors with no basriace logic.
Dynamic hardware reconfigurability provides for themallocation of hardware resources at run-timethasmobile,
resource-constrained nodes encounter unknown emagotal conditions that render various sensorddogve.

This computing platform will be described in thentext of work on chemical/biological/radiologicdume tracking
using a distributed team of mobile sensors. Theative for a dispersed team of ground and/or aetidonomous
vehicles (or hand-carried sensors) is to acquirasmni@ments of the concentration of the chemicahtaigem optimal
locations and estimate its source and spread. rEljisires appropriate distribution, coordination aednmunication
within the team members across a potentially unknemvironment. The key problem is to determinepéameters of
the distribution of the harmful agent so as to tiese values for determining its source and priedjéts spread. The
accuracy and convergence rate of this estimatioocgss depend not only on the nhumber and accurattyeaensor
measurements but also on their spatial distribubwar time (the sampling strategy). For the safsftya human-
deployed distribution of sensors, optimized trajeiets to minimize human exposure are also of ingme.

The systems described in this paper are curreeitygbdeveloped. Parts of the system are alreadxyistence and
some results from these are described.
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1. INTRODUCTION

In case of natural gas leak or intentional releddsarmful chemical contaminant or biological agena terrorist act
the gas spreads in a plume and its spread is edffdnt wind and the topology of the landscape. Ichsa situation,
decision-making demands real-time forecasting efabent's concentration in the atmosphere. Therangcwf these
time and spatial predictions depends in turn onmc®parameters such as the time, location, andl dataunt of the
release. Accurate modeling and estimation of tharpaters of the advection-diffusion equation fas tirborne agent
provide situation awareness for the event and teaimhformed decisions for dealing with the emergerguch as,
neutralizing the source, predicting its spread, @ratuating affected areas.

The objective for a dispersed team of ground andfial autonomous vehicles (or hand-carried sehserto
acquire measurements of the concentration of tleendal agent from optimal locations and estimagesdurce and
spread. This requires appropriate distribution,rdm@ation and communication within the team membé@ize key
problem is to determine the parameters of theildigton of the harmful agent so as to use theseegafor determining
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its source and predicting its spread. The accuaaclconvergence rate of this estimation processridkpot only on
the number and accuracy of the sensor measurerbahtalso on their spatial distribution over timaetsampling
strategy). Besides all these computations have tolme in real time to determine the trajectoties the teams have to
follow.

A major constraining factor for the real time op#rna is that multiple tasks such as vision for gation, PID control
for locomotion, wireless communication, raw sendata processing, etc. have to be done simultaneauih the
evaluation of the diffusion parameters and thestitajry planning steps. Vision by itself is compigtaally expensive
and with the added tasks of matrix inversions, silivis and power operations required for the pluratealion
algorithms, an on board processor is insuffici#his can be augmented by dedicated hardware, howesewould tie
us into using a fixed algorithm.

To overcome this, the plume detection algorithmi @ run on a new reconfigurable computing platfahat is
being developed for miniature robotic and humanlaegdl sensor systems composed of several mobilesndthe
system provides static and dynamic reconfigurabiidr both software and hardware by the combinatbérCPU
(central processing unit) and FPGA (field-prograrhleaate array) allowing on-the-fly reprogrammaiili

Reconfigurable computing lies midway between thitwsoe and hardware domains and is becoming masldke
due to the introduction of new devices like modeRGAs which have a large gate count allowing défifetasks to be
mapped on a single FPGA. Traditional computatioesevdone either in software or hardware. Softwéhnievilexible
and easy to develop, suffered from low performatd higher power consumption due to presence odigxoéus units.
Hardware systems exhibited extremely high perfoiceand efficiency, but required great expertisdesign and once
fabricated were very difficult if not impossible naodify.

Static reconfigurability of the hardware manifesgsglf in the form of the "morphing bus" archite@uhat permits
the modular and interchangeable connection of uargensors with no bus interface logic. It alsovedl us to tailor the
hardware to match the sensors being used. Dynaaridware reconfigurability provides for the realltoa of
hardware resources at run-time as the mobile, resazonstrained nodes encounter unknown enviroraheanditions
that render various sensors ineffective. By chamgie hardware on the fly to service different sesswe are able to
support advanced algorithms for the sensors whiay mot be able to fit on a single FPGA.

Two power PC cores run a RTOS which manages sempgeotreconfiguration, managing communication taakd
data processing that are more efficient if runaftvgare. Thus this system has necessary capasifibie supporting
various gas sensors, accelerating the plume deteatid tracking algorithms as well as controllihg motion of the
robots.

We propose three novel thrusts:

e Optimization of trajectories to consider such fastas minimal exposure
» Porting of algorithms and utilities to a reconfigble computing platform
* Implementation of the algorithms on real robots

This paper proposes a new system and describesiniy plume detection. Section 2 lists other wonksboth
reconfigurable computing for robotics and in pluchetection. Section 3 gives an overview of our réigomable
platform. Section 4 describes the novel “morphing’barchitecture. Section 5 gives a summary of ltesabtained
using prototype system of FPGA. Section 6 and Tritess plume detection and simulation result. As sensor
information and signal processing algorithms aassified we are unable at present to implementahebined system.
However results on the individual parts have bdsained.

2. RELATED WORK

2.1. Reconfigurable computing platform

The benefit of software-based computation ovedware-based computation is the ability to recamiégon-the-fly.
This Run Time Reconfiguration (RTR) of computatistthe basis for the flexibility and rapid growthsoftware-based
solutions. But software requires a hardware tasgethich to run.

FPGA chips can be reconfigured, too, but most @elsmit Compile Time Reconfiguration (CTR). Howevamew
breed of FPGA chips, such as XC6000 and Virtex4ib, Pallow Run Time Reconfiguration (RTR) of logfc
Furthermore, some of these new FPGA chips, suthea¥irtex-ll Pro, have embedded microprocessotsufiviPU),
making it possible to build power-efficient and Hiig reconfigurable system-on-chip designs. Thestesys combine



reconfigurable software, a power-efficient hardwianget on which the software can run, and recondigle hardware
all on a single chip.

“HW/SW co-design” usually refers to methodologibattpermit the hardware and software to be devdl@pehe
same time - splitting some functions to be impletednn hardware for additional speed, while otf@esimplemented
in software to free up logic resources. This ismmalty done offline. The combination of HW/SW co-igstechniques
with online RTR capability at both the hardware aoftware levels can optimally assign functionsisen the FPGA
and software dynamicalfy

In order to achieve this level of RTR, the systgracification must be partitioned into temporal estye segments,
a process known as temporal partitioning. A chaefor RTR is to find an execution order of a sesub-tasks that
meet system design goals, a process known as tmsukeaduling. Several approaches can be founderitdrature
describing these problems (e/g. All these approaches depend on performance asource requirements of the
requisite sub-tasks to make an optimal trad®off

FPGA-based SoC designs have been widely appliedigital system applications and RTR research ha be
addressed by many researchers. Elbirt et al. eeplBPGA implementation and performance evaluatiortife AES
algorithm® Weiss et al. analyzed different RTR methods @enXE6000 architecturg Shirazi described a framework
and tools for RTR. Noguera and Badia proposed a HW/SW co-desigrriigo for dynamic reconfiguratioh FPGA
power modeling and power-efficient design have alsen studied by various researcHéréd

2.2. Recent methodsfor Plume Tracking

Recent work has focused on developing methodssfimating the two most pertinent characteristicamfairborne
agent, namely its source and spre@tdemotaxisand Anemotaxisare two popular methods used in Chemical Plume
Tracking (CPT); the former exploits knowledge oé thgent’'s concentration gradient to select a deitdivection for
the sensor to travel in, whereas the latter distaensor motion based on the mean wind directidthoagh well
accepted, both these methods suffer from sericausturcks: if the agent’s Reynolds number is higlenobtaxis-based
strategies may not provide sufficient information dletermining the agent’s source, and anemotailisiot be feasible
in areas with little or no ventilatiof™ ® The problem of predicting the spread of an aimboagent has also been
examined by numerous researchers. The prominentapp among these is to compute the parameterdieof t
advection-diffusion equation which governs the agref the agent’. A non-linear least-squares method for estimating
these parameters offline is presented®jrand an exploration of agent spread under contisuelease assumption is
given in'® ?° Several other methods have been proposed, aodeaview of these is available fn

3. RECONFIGURABLE COMPUTING PLATFORM

At the heart of the system is the Virtex-Il Progfiom Xilinx Inc. These devices consist of up ¢urf 32-bit IBM®
PowerPC™ 405 processor hard cores, multi-gigaditsiceivers, high-density on-chip memory, and DSfeKsl. The
low-power, high-performance PowerPC cores are feitypedded within the FPGA fabric, where all prooes®des
are controlled by the FPGA routing resources, prg\system flexibility in hardware/software partiting, (e.g. high-
speed logic implementation in FPGA fabric and hilgixibility software code in Power PC). This unigakrchitectural
capability is ideal for distributed robotics appliions, which comprise both speed-intensive rawe-d@mnage)
processing and control-intensive system manage(oentmunications and control).

The system employs a processor-centric architectunere one PowerPC core is used to realize viioations,
another one is used for control and communicaton, the FPGA fabric is used for custom logic artdrfacesFig. 1
shows the block diagrams of the FPGA multiprocessbich integrates Pulse Width Modulation (PWM) fibve
motors, encoder counters, a camera interface, ghralmemory, a PowerPC for vision (with FFT and DRArdware)
and a PowerPC for control and wireless communinatio

For Gas Detection the processing could be donereith the PowerPC or in the FPGA, or partly on béimalog
sensors would need Analog-to-Digital convertermterface to the FPGA. However it can be envisiotied very soon
FPGAs with analog inputs and inbuilt A/D convertenifl be available. Then sensors can be directlynexted to the
system.

A key feature is the communication system. It lBReetooth in a multi hop network for transfer ofédges to an
operator. It is also used to share information ketwrobots about gas concentrations for a cooperatulti robotic
system. Bluetooth is the preferred means of comaatiion since high data rates are required fordhsléss transfer of
images back to the operator.
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Figure 1: Block diagram of reconfigurable computpigtform.

4. MORPHING BUS

4.1 Morphing bus

The morphing bus exploits the static reconfiguigbibf the FPGA to provide an interface to modutzEmsors
without bus interface logic.

There have been numerous bus protocols such asJI2B, serial bus, etc. Some like the USB achieug pind play
capability by storing interface logic on the deviddwus the protocol is able to query the devicegyather interface

information from it. Also logic is required for basbitration in case multiple devices need to beised at any given
time. This standard bus is described in Fig. 2.

Bus-specific
Bus ’ < Bus Sensar/
¢ > Converter
CPU Interface SiQHEﬂS Interface Device
Processor /0

Figure 2: Standard bus (static).

The morphing bus architecture in Fig. 3 gets ridtlef need for interface and arbitration logic bypvyding a
dedicated rather than a multiplexed bus for eaalicdewith the flexibility to swap the position oheh device. The
required data handshaking, data translation andhbyocessing is done on the FPGA.
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The bus is made up of circuit boards each of wiiaedicated to only one sensor or actuator. Tllosva the boards
to have low complexity and hence small size. Eaetige has electrical connectors at both ends. Alltbdges provide
the same interface to the preceding and succeetiiggs. Thus their position in the bus can be sa@ppach wedge
uses as many routes as required to support the dogihat wedge and the remaining are fed to tkegmnector of the
next stage which in turn does the same and so on.

The input lines to a wedge are used as follows: ifi@tial lines are dedicated to power and grounteSe are
common to all wedges and run through all of thetart®ig from the next connection the wedge cirguitses as many

I/0 pins as it requires. The remaining lines ar#testh to the output connector such that the unusest are now
immediately after the power lines (Fig. 4).

2 2
To Motor Weduo 2
Driver edge
circuitry <\4— \\

A A
Camera || \\ Wedge 1
circuitry \s

Figure 4: Wedge diagram for morphing bus.

The morphing bus is currently being designed far imsthe TerminatorBot and its structure is shown in Fig. 5.
Because of the shapes of the wedges, when thestaleed up they take the form of a spiraling sésiec To provide
support to this structure mechanical reinforcemangsprovided. Air is blown from the base upwardolitfollows the
path along the spiral cooling the ICs on every veedicthe whole structure is enclosed in wrap to nadintigidity. If
excessive cooling is required the wrap can be nfiahe a conductive material and the various boagdshe soldered
to the wrap to provide additional conductive coglin



The number of devices that can be connected imibphing bus architecture is limited by the numbleavailable
pins routed from the FPGA through the wedges, s&a®h board has a dedicated connection to an FRGA pis is
determined by size of the connector that can fitttoen wedge which in our case is limited by the diten of the
Terminatorbot. Besides a large portion of the weidgaken up by the feed through routing of unusses. A second
issue is that the boards are not hot swappabltheg.have to be plugged in and the device ha® toobfigured before
the system is turned on.

The first issue is acceptable since although gdim cap on the number of devices, we have thé gdeantage of
being able to do without interface and arbitratltardware on the devices plugged in. The seconénwedied by
providing tools that take in the order of the degicand HDL interface descriptions of each and aatioally
generating a top level file and a correspondingcpinfiguration file. This can be used in the plaod route process.

(d) basic cheese wedge (e) doublessheedge (f) FPGA mainboard

Figure 5: Spiraling diagram for TerminatorBot.
5 PROTOTYPE IMPLEMENTATION

5.1. Experimental platform and Motor control interface design

As a prototyping system for the reconfigurable catimg platform, we used experimental platform amdf@rmed
DC motor controf'. Example components of a complete system for nmmiatrol include a trajectory generator, a PID
module, a PWM module, an amplifier and motor, dtséiacoder, and an encoder interface. The trajg@enerator is
implemented in software, the PWM module and encauterface is implemented on the FPGA, and the Hiapl
motor, and shaft encoder are external to the systéma PID module, which is the focus of this prgpat system, is
implemented both in hardware on the FPGA, and dongarison, in software.

5.2. Function Test

A performance evaluation is meaningful only aftes tlesign is verified as functionally correct. SaVdifferent PID
hardware designs were implemented and used torpestep response control of a mdtokdditionally, a software
implementation was developed and tested. The samsneters and sampling period were applied to dnéware PID
implementations in the FPGA to perform the stepaoase control tests. Experiment results of stepaese control for
all designs are shown in Fig. 6.

To test motor control for each design, the motos wat to an initial position of 1000, then a dekip®sition
command of 1200 was issued. From Fig. 6, the hot&alashed line is the desired position, whiledtieer curves are
the real responses sampled from the encoder courtter results show that all the designs performadectly and



similarly. Response speed is fast, overshoot idlsarad static accuracy is high. The average fise is 30.32ms and
the standard deviation of the rise time is 0.7451 steady state error is 0.
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Figure 6: Step response control experiment resiitesprinted front.)

5.3. Performancetest

PID hardware design was implemented and used torpeistep response control of a DC motor. Additibnaa
software implementation was developed and testede@he correctness of the designs was verifiedomeance was
analyzed. Xilinx provides a variety of performaneealyses, including resource utilization, speed] aower
consumption, based on simulations of the hardwesigd, as reported in Performance was based on these reports.

Resource utilization for each design was measunddcaaalyzed. In one-channel and multi-channel séeisigns, all
arithmetic operations share one multiplier and adéer, while in parallel designs there are 3 miigtip and 4 adders.
Because of this, serial designs have an obviousespdvantage. However, some of this space sawngsed up with
additional control logic.

Area and speed are conversely related. The adwemntagrea requirements shown for serial desigrc@uatered by
their disadvantage in speed. While the datapatthenserial design is shorter, thus the delay istshomore clock
cycles are required. As expected, execution timesdrial design were longer.

Power consumption is dependent upon the samplirdy @mtrol clock frequency. Thus, to compare power
performance, we both generated motor commandsaanthe PID module at various frequencies. Thedaist obtained
in the step response experiments were used astmphe hardware simulation of each PID desigmmitiple-channel
designs, for the same sampling frequency of 0.12Mktr control clock frequency, power dissipatiorréases linearly
as the number of channels increases. It was expelctd for the same sampling frequency and exetutioe, the
multiple-channel parallel based design would coresless power, because the clock frequency of thallpabased
design is lower. For one channel, the parallel thakesign does consume less power, however, forga lsumber of
channels, the parallel-based design consunwe power than the serial-based. The result also slloatfor the same
sampling frequency, the channel-level parallel glesiith a serial PID unit consumes the least powet,the area
requirements of the channel-level parallel desepidly exceed the capacity of the FPGA as the nurabehannels
increases.

5.4. Discussion on performance analysis

In this experiment of prototype system, preliminavgrk was conducted to explore control system des$ty a
resource-constrained robot based on an FPGA teabnigrallel and serial architectures of the PIBtrod algorithm
were designed and implemented for one-channel artipie-channel architectures.



Performance tests show that for a small numbethahgels, channel-level parallel design with sefild has the
smallest area and consumes the least power. F@& ohannels, the channel-level serial design wittalsBID has the
smallest area requirements and the channel-levall@ladesign with serial PID still consumes thadepower, but the
area requirements of the channel-level parallebdesith serial PID increases very quickly.

In order to adapt different environment, robot doteseed to choose one design to achieve one peaioce goal, for
example, maximum power. On the contrary, robot @¢atliange designs or reconfigure the FPGA fabricadapt
different situation considering all the trade-aftsch as circuit area, execution speed, and powesuoaption, and robot
could find optimal configuration for various coridit.

6. PLUME TRACKING

There is always a possibility of an accidental gdsak or intentional release of harmful
chemical/biological/radiological contaminant inexrorist act. In such situations the gas spreads jplume and its
spread is affected by wind and the topology of lHirelscape. The ability of the rescue team to mirgndasualties
depends on real-time forecasting of the agent'semttration and movement in the atmosphere. Theracgwf these
time and spatial predictions depends in turn orrc®parameters such as the time, location, antl dotaunt of the
release. Accurate modeling and estimation of thrarpaters of the advection-diffusion equation fas #irborne agent
provide situational awareness for the event and teainformed decisions for dealing with the ememg such as,
neutralizing the source, predicting its spread, @matuating affected areas.

The objective for a dispersed team of ground andfial autonomous vehicles (or hand-carried sehserto
acquire measurements of the concentration of tkardaus agent from optimal locations and estimatsdurce and
spread. This requires appropriate distribution,rdomation and communication within the team membé@ize key
problem is to determine the parameters of theildigton of the harmful agent so as to use theseegafor determining
its source and predicting its spread. The accuaaclyconvergence rate of this estimation processridkpot only on
the number and accuracy of the sensor measurerbahtalso on their spatial distribution over timaetsampling
strategy). Furthermore, the use of human-carrietbot-carried sensors adds additional optimizationstraints that,
for example, minimize exposure to the contaminamhimimize power consumed by the trajectory. Finaltlis critical
that these computations be completed in real timaear real time to determine the trajectories thatteams have to
follow.

All these requirements make the reconfigurablef@iat described earlier ideal for implementing thenpe detection
algorithms and their interface to sensors. Differgansors are required to detect the radiationdésgimilar types of
gases. These can easily be accommodated with mimieftort using the morphing bus which does not iegany
interface on the sensor side. As most of the sermdeal with concentrations in the parts per billlange, extensive
signal processing is required. This can be suppaither in software or on the FPGA hardware.

The system allows you to change the algorithm enflshboth in hardware and software. Thus whenrtmt is far
from the gas source, concentration is low and sedata is small, it can spend more resources oomotion thus
moving toward the source quickly. This helps maxerbattery usage in case of robots and in casaraf held sensors
reduces exposure to rescue workers. Alternativedy particular location in a very low concentratiarea is deemed to
be valuable to the estimation, additional signalcpssing resources (software and hardware) caredieated to the
sensing task while the sensor sits still.

Thus we can consider the platform as part of arbgémeous sensor network that can support diffeyaatand
navigational sensors along with a high speed conration link. This makes it well suited for a conmgtionally
intensive and time critical task such as plumekiray; while retaining the flexibility to respond t@ntaminants that are
unknown beforehand.

Initially, we consider only a single sensor andoignthe effects of landscape topolag@onstant wind is considered
in the models. We then extended our investigatiom¢lude multiple sensotsin either case, dealing with complex
topology, such as buildings and trees, is not pralcin real-time with this this approach to estiiba of adjection-
diffusion parameters.

In 2 we have presented a method for estimating theneteas of the advection-diffusion equation. Thedtgm is a
generic one that assumes a sensor reading is pvierand is independent of the type of sensotherdomposition of
the plume. The focus of this work was to decide likst motion strategy (i.e., the optimal locatibmaneasure the
agent’s density) for a group of mobile sensorsstoamaximize the information gained from the sesisbhe problem
is posed as a non-convex optimization minimizatemich seeks to minimize the trace of the covariantarix
corresponding to the uncertainty in the estimatésthe advection-diffusion equation parameters. Ooethe



computationally intensive aspects of the non-corwgtimization strategy, we proposed two solutiamshie problem.
The first is the Locally Optimal Trajectory (LOTptimization which considers only the next positfon each sensor
when performing the optimization. The second fomatioh termed Globally Optimal Trajectory (GOT) opization
seeks to minimize the trace of the covariance usinegentire trajectories (i.e., all the positiond)all sensors as
decision variables.

The trajectories generated by LOT approached th&Q@T in 90% of the cases. However for it to becassful a
minimum of 5 sensor readings are required. Withitamiwl readings accuracy improves. Hence the rblastto move
quickly to enable the sensor to take readings fierdnt locations. The fast computing platform dewes the
computation thus allowing the robots to move towtarlcontamination source rapidly

The performance of a multi robotic system wouldféesuperior to that of a single robot as now weeheany
robots taking gas concentration readings over a&médea. The high speed bluetooth communicatiotesy®sn the
reconfigurable platform turns the sensing robots amwireless sensor network that can exchangenaton to better
plan their trajectories. This was demonstrated where it was shown that communication betweerrdhets causes
them to behave differently from what they wouldhéy acted independently. The trajectories of i ihobile robots
are presented in Fig. 7 given wind veloaity 0.5 m/sec as demonstrated in that paper.
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Figure 7: Sample trajectories of the Multi-Robos®yn for given wind velocityu= 0.5 m/sec). Reprinted fromn

7. SUMMARY AND FUTURE WORK

This paper described a new reconfigurable compupilagform with the novel “morphing bus” architeaturAn
application of plume detection was described amdattvantages of our system for such tasks weraiepol.

The platform consists of a Virtex-11 pro FPGA whibas two embedded PowerPC cores. The external ewents
are interfaced to the FPGA via the morphing buss Bhs consists of multiple circuit boards eachickgdd to only one
sensor or actuator. Each board uses as many iaputsquired and passes on the rest to the next.b8arce each
connector has same length and all boards use r$teféiw connections the location of the boards lbanswapped
without having to redesign them. Tools which talke brder in which the devices are connected anguotiop level
configuration information will be developed.

Preliminary testing of the system was done on Ribtrol architectures, which experimented with dearad parallel
structures. The system was also evaluated in G§btume detection. The reconfigurable hardwaregius the ability
to accelerate the involved calculations as wela®mmodate new types of sensors.

The plume detection algorithms have been provedsiiaulation. The trajectories generated approaehglbbal
optimum in 90% of the cases, with a minimum of &diags. Accuracy increases with the number of regsdi

The system is under development, and we will bekingron implementing the plume detection algorithars
hardware. Simultaneously tools to design a systeinguhe morphing bus are being developed.
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