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1 Motivation

Rack-scale memory disaggregation promises several bene-
fits, including high compute density, fine-grained resource
pooling and provisioning, seamless resource scaling, and in-
dependent evolution of resources. Existing network stacks
for rack-scale memory disaggregation, such as TCP/IP and
RDMA (RoCEv2), are built on top of Ethernet Media Access
Control (MAC) layer. Unfortunately, this results in several
limitations, both in terms of latency and bandwidth utilization,
for memory traffic.

• Limitation 1: Minimum frame size overhead.
Ethernet MAC imposes a minimum frame size of 64 B.
This may result in extremely poor bandwidth utilization
for inherently small memory flows, which may be much
smaller than 64 B.

• Limitation 2: Inter-frame gap (IFG) overhead.
IEEE 802.3ae requires a minimum gap of 96 bits (called
idle bits) between two consecutive frames. This results in
a significant bandwidth overhead for small frames—16%
overhead for 64 B frames.

• Limitation 3: No intra-frame preemption.
When memory and traditional traffic coexist, interference
can be reduced using priority classes. However, since a
frame’s transmission at the MAC layer can’t be preempted,
this results in significant overhead for memory traffic.

• Limitation 4: Layer 2 switching overhead.
Each Ethernet frame will be processed and forwarded by
a Top-of-Rack switch, where it goes through several mod-
ules [4], including a parser, one or more match-action stages
for table look-ups, and a packet manager. The overall la-
tency can be several 100s of ns for state-of-the-art switches.

• Limitation 5: Transport layer overhead.
Existing transport layer [13, 19] embeds complex relia-
bility, congestion and flow control protocols on top of
Ethernet to handle in-network queuing and frame losses.
They inevitably add latency to data path to/from packet
headers, which requires header parsing, header encapsula-
tion/decapsulation, per-flow state updates and look ups.

• Limitation 6: Queuing delay at the switch.
Popular reactive congestion control protocols [1–3, 9, 12]
lead to significant network queuing at high loads. Frame
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Figure 1: EDM’s end-to-end network stack for memory dis-
aggregation over Ethernet.

loss due to queuing can cause high latency for small mem-
ory flows, as they may not trigger fast retransmission but
timeouts which are set conservatively at several µs [1, 3, 8].
While Priority Flow Control (PFC) can reduce retransmis-
sion overhead, it doesn’t alleviate queuing delay. Recent
proactive congestion control proposals [5–8, 14] schedule
flows to avoid queuing, but their decentralized nature can
cause scheduling conflicts.

2 Our Approach and Results

We present EDM (Ethernet Disaggregated Memory), built
around two key design ideas. First, the entire network stack
for memory disaggregation is implemented inside the physi-
cal (PHY) layer (Figure 1), thus bypassing the overheads of
higher layers. We design both a novel PHY layer processing at
hosts and forwarding at the switch for memory traffic. Second,
EDM presents a centralized memory flow scheduler running
in the Top-of-Rack switch, that proactively avoids congestion,
resulting in zero network queuing with high bandwidth uti-
lization. The scheduler can make scheduling decisions in only
a few nanoseconds using a novel hardware pipeline inspired
from prior works [11, 15–18].

Using an FPGA testbed, we show that EDM’s network
stack only adds ⇠250 ns over an unloaded network, which
is 4⇥, 9⇥, and 19⇥ lower than the latency of raw Ethernet,
RDMA over converged Ethernet (RoCEv2), and hardware-
offloaded TCP/IP network stacks respectively. More impor-
tantly, this latency is comparable to a one hop NUMA latency
inside a server [10]. Further, rack-scale network simulations
suggest that even at high network loads, EDM’s latency is
within 1.3⇥ of its baseline latency over an unloaded network.
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