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## Theorem (CautiousAGD)

CautiousAGD produces iterates $X_{t}$ such that

$$
\max _{\gamma \in \mathcal{C}} q\left(\gamma, X_{t}\right) \leq \min _{X} \max _{\gamma \in \mathcal{C}} q(\gamma, X)+\epsilon
$$

after $O\left(\log \left(\epsilon^{-1}\right)\right)$ iterations, $O\left(m \epsilon^{-1 / 2}\right)$ matrix-vector products per iteration
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## Thank you! Questions?

https://arxiv.org/abs/2206.00224
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